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Abstract

Finding and Matching Topographic Features in 3-D Object Meshes

by Pamela J. Neal

Chair of Supervisory Committee

Professor Linda G. Shapiro
Department of Electrical Engineering

This dissertation defines a spatial symbolic model that can be used to describe classes of 3-D objects (anatomical and man-made) and a method for finding correspondences between the features of the symbolic models and point sets of 3-D mesh data. An abstract symbolic model is used to describe spatial object classes in terms of parts, boundaries, and spatial associations. A working model is a mechanism to link the symbolic model to geometric information found in a sensed instance of the class, represented by a 3D mesh data set. Matching is performed in a three-step procedure that first finds working sets of points in the mesh, then fits constructed features to these sets, and finally selects a subset of these constructed features that best correspond to the features of the working model.
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Chapter 1

OVERVIEW

1.1 Introduction and Motivation

Over the past few decades a great body of research has been devoted to three-dimensional object recognition. With the development of relatively cheap, accurate range sensors in the past few years, many researchers have moved from using intensity images to range data to take advantage of the added information. Intuitively it seems the three-dimensional data are a much closer representation of the physical world, so the recognition problem should be easier to solve, but time has shown this not to be so. Although the general problem of recognizing any object is still unsolved, many very successful techniques have been developed that handle particular classes of recognition problems. Identification of an object from a limited database of objects and finding exact pose of a geometric model from range data are two of the specific problems that are well understood and pretty much solved.

Our goal is to solve a slightly different problem: matching a symbolic 3D object model that represents a generic class of objects to sensed 3D data from an instance of that class. Even if the identity of the object is already known, identifying the occurrence of the features that are known to be present in such an object can be useful for locating the object in 3D space and for providing named landmarks to be used in further processing. Location and identification of such features can be used in a variety of applications, such as object reconstruction,
telerobotic operations, and medical informatics. If an object belongs to a certain class, say, "coffee cup" or "airplane," certain things are known about the object without seeing it. The coffee cup must have a handle, the bottom must be planar, the inside must be very concave, so there is need for a relatively thin rim around the top. The handle must join to the cup near the top and bottom. The list can go on, though we have still not described any particular coffee cup. Given a range image of a coffee cup, it would be useful to identify the inside, outside, rim and handle on that particular cup. The airplane must have two wings, the wings must be the same size. The airplane must be symmetric about a plane that divides the fuselage. It must have a tail. As with the cup, we have described no particular airplane, but given the range image of a particular airplane, it could be useful to determine what parts of the image correspond to the wings, what part corresponds to the fuselage, etc.

The goal of this dissertation is twofold: 1) to design a symbolic representation of three-dimensional objects that can be used to represent generic objects in a variety of applications, and 2) to design and implement a matching procedure that can find correspondences between symbolic model features and 3D mesh data. To accomplish these goals, we develop a new symbolic model for three-dimensional objects and use knowledge of an object in a new, two-step, bottom-up/top-down approach to assist in matching a three-dimensional mesh representation of the object to the symbolic model. This information can be useful for many applications, some of which are:

1. **More accurate and aesthetically pleasing reconstruction of an object.** There are several ways to obtain range data, the most common being active and passive stereo and laser range-finding. Though the data acquisition systems have improved in accuracy and affordability, the data obtained are still somewhat noisy and imperfect. These errors have a
variety of causes, including: 1) reflectance of the material from which the object is constructed, 2) specular highlights caused by type and placement of light sources, 3) difficulty in separating the background and the object, and (in the case of active methods) 4) features of the hardware scanner itself, such as beam width, scanning increment and so on. If object reconstruction is the goal, these range data are often used to generate a polygonal mesh. The method described in this thesis can be used to identify areas of the mesh that belong to certain features. The constraints on the model could then drive the object reconstruction, automatically correcting errors that occur in the mesh. For example, if an object such as a coffee cup is brought into a virtual world it can be rapidly scanned and a mesh fit to the noisy 3-D data. A generic mesh coffee cup model could be overlaid onto this imperfect mesh. The knowledge of the location of the rim, handle, bottom, etc. can be used for this overlay. The generic mesh could be deformed within certain constraints to fit the cup data without the inaccuracies present in the real data. More ambitiously, reconstruction of the cup could be done without a generic mesh model by placing some mathematical constraints on the features of the cup. Such constraints might include, “the top of the rim must lie in a plane parallel to the bottom of the cup,” and “the walls of the cup must be of a uniform thickness,” and “the body of the cup must be rotationally symmetric,” and so on.

2. **Reconstruction from incomplete data.** Our method can be extended to reconstruct an object from only two or three carefully chosen views. The constraints from the knowledge-based model used in feature finding can also be used in the reconstruction. The features known by the model to be present in any mesh given to it will force the best-fit even on in-
complete data. If other features are not present, the system can form a reasonable hypothesis about the shape and location of those features based on the symbolic model. Even though such a reconstruction may not be completely accurate, it would at least be reasonable and useable.

3. **Identification of features in medical images.** As 3-D imaging methods in medicine become more widely used, the research into better visualization methods also increases. The obvious visualization method for techniques such as CT and MRI scans is a mesh representation of the anatomical objects found in the image sets. Reconstruction and diagnosis can be assisted by a method that “knows” where objects and features ought to be based on the location of those it does find. Since everyone’s body is different, template matching to a canonical geometric model does not allow enough variation to be useful. A symbolic model that makes no geometric assumptions is needed.

4. **Recognition of objects in a limited environment.** While this system in its current form is not intended for object recognition, it should be fast enough so that it may be useful if the number of possible objects is small. In a manufacturing or sorting environment, where a rough mesh of a single object can be generated on the fly, the model may be useful to tell if an object is “A,” “B,” or “C,” and where a robot should grasp the object.

1.2 **Overview of the Proposed Methodology**

This dissertation describes a new methodology for 3D feature recognition and a prototype computer system that illustrates the methodology. The first contribution of this dissertation is the definition of a 3D symbolic spatial model to represent generic object classes. The model was motivated by work in medical
informatics that is attempting to construct a symbolic model of the human body including all its anatomical structures [45][53]. The model we have proposed is in terms of volumes, surfaces, surface separators, and designated locations. The surfaces, separators, and locations correspond to the concept of features in computer vision.

The second contribution of this dissertation is a methodology for detecting the predefined features of a 3D instance of a generic model. The model is simply a data structure describing the features, their required properties, and the constraints on their spatial relationships. The data is a 3D mesh obtained from the mutual registration of several range images of a real 3D object. The methodology to be described in this dissertation is summarized in the block diagram of Figure 1.1. There are two stages; a bottom-up stage and a top-down stage, with the data input to the bottom-up stage, and model information input to the top-down stage.

The data are in the form of a triangular range mesh, which consists of vertices (3-dimensional sample points from the object) connected by edges to neighboring vertices. The first step of the methodology is to apply low-level classification and region-growing algorithms to the 3D mesh points to form regions of interest called working sets. Each working set identifies a portion of the mesh that could contain a feature of interest.

The working sets are input to the first step of the top-down stage; the primitive fitting step. All steps in the top-down stage of the methodology have input from the object model as well as from the previous step. During primitive fitting, the model supplies information about the type of primitives expected to be found and the expected parameter ranges for each primitive. These primitives are defined when building the model, and can be any function for which parameters of fit and a fit-error function can be defined. Each working set is fitted with all primitives using a best-fit algorithm. If the parameter range of the
Figure 1.1: The proposed methodology for model-directed 3D feature extraction.
fitted primitive falls within the parameter range of a given feature, then that working set is labeled as a candidate for that feature. Each pair consisting of a working set and a potential feature label is called a \textbf{constructed feature}.

The constructed features are input to the last step in our methodology, the \textit{feature labeling} step. The model supplies spatial constraints among the features to this step. These constraints are used to determine the best set of labels for the constructed features. If all model features are found in the data, then all will have matching unambiguous constructed features. If all model features are not found in the data, a list of unmatched features is produced as well as the labeling of matched features. In the event of more than one possible consistent labeling, a probabilistic function is used to determine the most likely correct labeling.

\section{1.3 Background and Literature Review}

Use of symbolic models of 3-D objects is often found in the field of artificial intelligence. The models are generally used in reasoning, and sometimes lack a real connection to a physically existing object \cite{33}. Our model has two levels; a purely symbolic level that is useful for reasoning about an object and an intermediate level which contains physical constraints that enable us to tie real object data to the high-level model. In this way, we are able to use reasoning about the object to identify the real features in the mesh representation of the object.

In computer vision, parameterized models are most often the model of choice. Ideal parameters are stored in the model database. The range information is processed in a prescribed manner to produce similar parameters, then the data and model parameters are matched. This is a bit of an oversimplification of the process, but is sufficient to illustrate one of the main problems with this type
of representation: a different model must be generated and stored for each individual object desired to be recognized. In our methodology, only one model is needed for each class of object.

This literature review consists of two parts. The first part is a review of popular methods of object representation. The methods of object data and model representation are often the same and drive the method of matching. Our representations of the model and the object data are different from one another, and we believe this adds more flexibility to the system. We also believe that many of the current methods of representing objects could be incorporated into our model.

The second part is a review of the GRUFF system developed by Stark and Bowyer [57]. The GRUFF system uses a top down approach to recognize an object based on its possible function. While we are focusing on feature extraction rather than object recognition, this system is philosophically the closest to ours.

1.3.1 Object Representation

Volumetric Representations

Generalized cylinders. Generalized cylinders were developed by Binford [10] in 1971. Since then, much research has been done using generalized cylinders to model the parts of complex objects. Objects that are regular or have a natural axis of symmetry lend themselves to description by generalized cylinders. A generalized cylinder has an axis, a cross section, and a sweeping rule that describes how the cross-section evolves along the axis. In [17], Dion et al. use a single range image and first find the contours (step edges) in the image. They then extract axis points based on the contours and represent the axis points with a parametric equation of a curve in 3-D space. Due to the method
of axis extraction, the axis points become sparse at the junctions of parts, and so the equation fitting naturally stops at the junctions. They end up with a third degree polynomial representation for the axis of each part of the object. Equidistant cross sections are constructed for each part, and then the sweeping rule is estimated, again using third degree polynomials. This representation is sufficient for a decent reconstruction provided the contours and axes are adequately detected. A disadvantage of this method is that the axis extraction only works for elongated objects with parallel contours. Also, since there is no information about the object (this method was used to reconstruct, not recognize), only the visible data could be reconstructed. Objects as diverse as animals, vases, electric motors, airplanes, plumbing fittings, screws and buildings have been represented using generalized cylinders. Free-form objects are not well described by generalized cylinders, and unfortunately the generalized cylinder representation is not unique.

**Superquadrics.** Superquadrics were introduced to computer graphics by Barr [5] in 1981, and proposed for use as part primitives for computer vision by Pentland [47] in 1986. Superquadrics are a family of parametric shapes specified by a 3-D vector that sweeps out a surface parameterized in latitude and longitude in an object-centered coordinate system. There are three parameters to specify the size of the superquadric along the x, y, and z axes, and two relative shape parameters to specify the shape of the superquadric in the latitudinal and longitudinal directions. When all five parameters are unity, the superquadric is a unit sphere. This sphere is deformed into many shapes as the parameters change. In addition to the five parameters just described, three more parameters are needed to represent the translation of the superquadric from the origin, and another three to describe its orientation. This is a total of eleven parameters that must be estimated to completely specify a superquadric.
at an arbitrary location and orientation. Much work has been directed toward finding the best way to estimate these parameters using range data, and several techniques have been developed over the past few years [2] [29] [56] [59] [44] [35] [63]. Still, the superquadric representation is not unique, and the systems that have the best results using superquadrics use them in conjunction with some other representation [25].

**Geons.** Geons, like superquadrics, are a class of generalized cylinder, but geon specification is less restrictive than superquadric specification. Geons are a relatively new representation, as they were introduced in 1987 by Biederman [9]. Geons are an attempt to represent an object in the way that humans initially recognize it. Biederman maintains that there are a small number of part primitives that can be combined to represent more complicated objects. Humans quickly and accurately identify the object by the Boolean combination and arrangement of those primitives. He calls these primitives “geons” (geometric ions) and there are 36 of them. They are classified on the basis of four shape attributes. Three of these describe the cross-section (shape, symmetry, and size), and the fourth describes the shape of the axis (straight or curved). Geons have been used off and on since their introduction to represent objects by parts. Bergevin and Levine [6] were first to make a vision system that used geons and the RBC (Recognition By Components) theory. They concluded that not everything could be represented by geons, but that a great many man-made objects could. They also concluded that the data must be properly segmented and the faces properly extracted and labeled before correct labeling of the geons could occur.

Later researchers used geons in combination with other representations to develop recognition systems. Raja and Jain [51] used both superquadrics and geons; superquadrics were used to represent the geometric data while geons
were used to classify the superquadrics into different shape categories. The idea was that if the superquadrics were classified into shape categories, indexing into the database would be faster. In later research, Raja and Jain [52] use a geon-like representation described by a Surface Adjacency Graph (SAG) to represent the parts of the range image. The SAG is a qualitative representation where the graph nodes are faces and a graph edge between two nodes means the surfaces are adjacent. The nodes and edges both have attributes; the node attribute is the type of surface while the edge has two attributes describing the angle between the surfaces it connects. This method of representation is very compact, but the results shown were on simple objects that could be unambiguously decomposed into the primitives. Dickinson et al. [15] did similar work, but used deformable models, and instead of a surface adjacency graph, they used a range aspect hierarchy. In a nutshell, this aspect hierarchy is a 4-deep tree structure with the modeling primitives at the top and aspects (views), faces, and boundary groups respectively at the next 3 levels. This allows representation of all views of the primitives without redundancy. The geon representation is a rough model of the object and is used for basic categorization of an object. It does not represent surface details. (This can be said of all the generalized cylinder representations). Still, after a decade of research using geons, many researchers feel they are a good representation for a generic object recognition system [16].

Surface Patches Representations

In contrast to volumetric representations, representation by surface patches is concerned with the local surface characteristics of the object. In general, surface patches are generated for an object and then similar adjacent patches are merged to form a set of surfaces that can be matched to a model of the ob-
ject. The most common surface patch representations are planar patches and quadric patches; higher order equations are more difficult and much more time-consuming to estimate and do not contribute much additional information for many types of objects. Usually shape information about the patches is desired, so parametric surfaces are used and differential geometry techniques applied in order to get the principal curvatures of the region. The principal curvatures are just the maximum and minimum curvatures of a surface, while the principal directions are the directions in which those curvatures occur. More useful measures of curvature are the mean (H) and Gaussian (K) curvatures which are derived from the principal curvatures. Surfaces can be divided into eight basic types: peak, ridge, saddle ridge, flat, minimal (like a saddle ridge, only flatter), pit, valley, and saddle valley based on the sign of the H and K curvatures. Many researchers use this surface classification scheme. An excellent review of differential geometry and the useful properties of H, K curvatures can be found in [7].

**Signature Representations**

The representations above are good for describing certain classes of objects, but they are not suitable to represent the class of objects called “free-form.” Free-form objects are those which (generally) lack symmetry and are too complex to be represented by simple planar or quadric equations. Several representations for free-form objects have been developed recently. Due to the nature of free-form objects, these representations do not do any segmentation of the image.

**Point signatures.** Chua and Jarvis [12] developed a representation for free-form objects that they called “point signatures.” The point signature of any given point in a range image is formed by placing a sphere of some radius centered at the point. This sphere will intersect the object surface forming a
3-D space curve. A reference frame is established based on a planar fit to the intersection curve. That plane is translated to the original point, and a signed-distance profile is formed using the original curve and the projection of the curve onto the translated plane. This point signature can be represented as a simple 1D signature pattern and can be rapidly matched to the model point signatures in the database. The point signature of the 3-D model is calculated for every point on the model, but this can be done off-line. The max and min values of the point signatures are used as indices into the database, and this allows for rapid retrieval of candidate models using the point signatures of the image. This representation uses local surface shape information only, and does not attempt to characterize the surfaces of the object.

**Shape Spectrum.** While point signatures exploit local surface characteristics only, Dorai and Jain [18] integrate local and global shape information in the representation scheme they call COSMOS (Curvedness-Orientation-Shape Map On Sphere). COSMOS uses a concept called the shape spectrum to group shape categories of free-form surfaces together. The shape spectrum uses the principal curvatures as described above, but instead of using the sign of the Gaussian and mean curvatures to determine shape type, they define a new, continuous measure called shape spectrum. This allows classification on a smooth scale so the standard shape types smoothly transform from one type to the next. In this manner, more subtle shape variations can be described. They also add curvature information to the representation so scale differences may be captured. The object is described in terms of surface patches that are different shapes, which the authors call the Constant-Shape Maximal Patch (CSMP). These surface patches are mapped onto a Gaussian sphere, and additionally a region adjacency graph is formed which keeps track of the connectivity of the patches. In further work [19] and [20] they go on to use the representation in
matching and recognition.

**Splashes.** Stein and Medioni [55] used a combination of representations to model free-form objects. They used supersegments to represent 3-D curves and splashes to represent those parts of a free-form object that are not detected by a curve extractor. Supersegments are simply a polygonal approximation to the 3-D curve with information such as number of segments and the angles (both curvature and torsion) between segments. Splashes are a type of small surface patch representation derived from each point on the surface. The surface normal is determined at the point, then a circular slice with some geodesic radius is computed. A surface normal is then computed at every point on that circle (actually at fixed angular intervals). The representation is based on the interval angle and the angle between the original point and the surface normal on the circle at that interval angle. Functions of these two angles are separately mapped to a local coordinate frame for that point. The two mappings can be combined into a 3 dimensional vector mapping. This mapping forms a 3-D curve which can be approximated in the same manner as the supersegments. Now both the edges and the free-form surface are represented with the supersegments, so they can be encoded and matched in the same manner. The encoded supersegments serve as keys into a table for matching purposes.

**Spin Images.** Recently, Johnson and Herbert [39] have developed a representation for 3-D objects based on oriented points. The oriented point is used to define a 2-D basis using the tangent plane and the normal to the point. A spin-map is a function that maps 3-D points to the 2-D basis of a particular oriented point. They call it a spin-map because the basis can spin on its axis with no effect on the coordinates of points with respect to the basis. They then gen-

---

1 An oriented point is a three dimensional point with an associated direction.
erate a spin-image by applying the spin-map to the 3-D points on the object. If a spin-image is generated for every point on the model, then a complete, unique description of the object is made available. In further work [40], they used a mesh model of the object to generate the spin images and obtained very good results matching the spin images from the model to the spin images generated from the range data, even in the presence of clutter and occlusion.

The object representations described in the above paragraphs have been fairly successful in their own domain. A drawback of them all is that the exact model of the object being matched must be available to generate the model for the algorithm. This issue is avoided in some cases by training the systems on many range images of the object it will later be asked to recognize, but they still must use the very object they want to find. This works well in a controlled environment, but we wish to use a more general object model.

1.3.2 Object Recognition Using Form and Function.

Perhaps the work most related to ours in approach is that of Stark and Bowyer [57]. In the GRUFF (Generic Recognition Using Form and Function) system, Stark and Bowyer use range images as input data and match various parts of the data to a symbolic model. The method of object recognition is to determine if an object could function as one of the known objects in the database. GRUFF uses three types of knowledge to accomplish this task. Knowledge primitives are a small set (six, at this time) of parameterized procedures designed to evaluate an object or parts of an object to see how well it fits the parameters. For example, the dimensions primitive takes as arguments a functional element (a portion of the structure that provides a required function), dimension type (such as width, depth, height, etc.), and range parameters, and returns a measure between 0 and 1 that tells how well the functional element fits into the range parameters.
The second type of knowledge is the *functional property*. Functional properties are symbolic labels that can be attached to an object or part of an object. They indicate that the object satisfies a requirement particular to the function of a given category of object. Whether or not an object has a particular functional property is determined by a sequence of calls to knowledge primitives. There are many functional properties defined in the GRUFF system. Examples for an object such as a chair are; *provides sittable surface* and *provides stable support*.

The last type of knowledge is the *category definition tree*. The nodes of this tree are the category labels arranged in a hierarchy defining sub- and superordinate relationships. The leaves of the tree specify the functional properties relevant to each category. For example, to find the description of a cup the superordinate category in the tree would be *dishes*, which has a subcategory *cup/glass*, which has a subcategory *mug with handle*. Each category has its own functional properties which are inherited by all subcategories.

In the analysis process, GRUFF does some low-level preprocessing and then uses a top down approach to determine if an input object can function as one of the objects present in the category definition tree. During the preprocessing stage all potential functional elements are labeled, and the object structure is evaluated using simple measures (called *key properties*) such as volume, center of mass and convex hull. All categories and subcategories have a key property and a range of values associated with that key property. These measures are used to quickly eliminate impossible categories. For example, if a glass were input to the system the main category *furniture* can be pruned from the tree right away just based on surface area. After impossible categories are
eliminated, the remainder of the categories and subcategories are indexed according to how close the key value falls to the center of the range for that category. Once the indexing is done, the associated categories and subcategories are ranked highest to lowest and depth-first traversal of the category definition tree is performed starting with the highest ranked category.

During the traversal of the category definition tree, evidence of the object fitting each category is accumulated (via an evaluation measure) as the functional properties are scored according to the evaluation of the required knowledge primitives. If a functional evaluation is failed, that part of the tree is no longer considered. The better the score on the functional element evaluation, the higher the evaluation measure. Also, the deeper the evaluation goes into the tree, the higher the evaluation measure. The tree is only searched until the input object is found to fulfill the functional requirements of some category with an evaluation measure of 0.4 or greater (the evaluation measure is a number between 0 and 1). Since it is possible that a category might exist with a lower indexed rank but a higher evaluation measure, it is an option to continue the processing until all potential recognition results are found.

This work used symbolic models, knowledge of the functionality, and a top-down strategy to match the input object to the symbolic model. Although we are not concerned with functionality or recognition of an entire object, we do use a symbolic model, knowledge of the expected features in the object, and a top down strategy for object-model matching.
1.4 Overview of Thesis

The motivation for using a triangular mesh representation and our method of obtaining a mesh for an object are discussed in Chapter 2. In Chapter 3 we develop the formal definition of the model and discuss the feature detection algorithm in detail. Chapter 4 discusses our prototype system developed using the model and algorithm defined in Chapter 3. Chapter 5 describes the models used in our experiments. In Chapter 6 we present a set of experiments using our system and discuss the results. A summary and future work are discussed in Chapter 7.

1.5 Research Contributions

The principal research contributions of this thesis are:

- Development of a new way of modeling 3-D objects. This new method consists of a high-level symbolic model coupled with an intermediate model. The intermediate model contains quantitative parameters that can be compared to actual values obtained by fitting specified functions to the range data.

- Development of a two step model-directed search procedure that takes advantage of both bottom-up and top-down techniques.

- Introduction of constructed features which have a structural foundation in the data but can exploit local relationships between groups of points having similar characteristics.
Chapter 2

DATA REPRESENTATION AND ACQUISITION

2.1 Introduction

There are several ways commonly used to represent range data. At the very lowest level is simply the points themselves, as obtained from the data acquisition system. Many of the systems ([34] [17] [18] [12]) described in the first chapter operate directly on those raw data. One notable exception is Johnson [39], who processes the data into a triangular mesh before applying his spin image techniques to it.

In this chapter we first discuss our motivation for the use of triangular meshes, provide a definition of meshes, and state our assumptions about the meshes that we use. We then discuss our method of range data acquisition and go into some detail on our adaptation of spacetime analysis [13] to active stereo. Next is a brief discussion of the range data registration techniques and the method for generating a rough mesh. Finally, we briefly discuss the tools used to smooth and normalize the mesh.

2.2 Triangular Meshes

2.2.1 Motivation for use of Triangular Meshes

Object representation using triangular meshes has been a long standing technique used by computer graphics researchers in the effort to reproduce objects in a visually pleasing manner. Computer vision researchers have not used this
representation in the past due to computational and storage concerns. In recent years, vast improvements in both processing power and storage capabilities have overcome these issues. Besl [8] discusses the advantages and weaknesses of using triangular meshes as a primary representation, and strongly advocates their use in computer vision. Triangular meshes provide both a sampling of and approximation to the underlying surface, and connectivity information between the sampled points. Techniques used to produce the mesh will vary depending on the source of the data. Sources of data can be very diverse, including ranging equipment (which produce 3D points), medical imaging equipment (which produce images from which extracted contours lead to 3D), and CAD/CAM systems (which produce NURBS surfaces). A method such as ours that uses a triangular mesh as an input will not be dependent on any particular type of equipment and can use input from a variety of sources.

2.2.2 Definition and Assumptions

Foley et al. [28] defines a polygonal mesh as "a collection of edges, vertices and polygons connected such that each edge is shared by at most two polygons." A triangular mesh is just a polygonal mesh with the added requirement that the polygons are all triangles. The input to our method is assumed to be a simple (edges can be adjacent to no more than two faces) triangular mesh. Most surface reconstruction algorithms create simple meshes, and if the mesh is not triangular it is fairly trivial to break each planar polygonal face into multiple triangular faces. We further assume that the edges are normalized, that is, the distance between vertices is fairly regular throughout the mesh. Since many meshes do not satisfy this assumption, we use tools developed by Johnson [38] to normalize the input meshes.
2.3 Range Image Acquisition

Structured light is a commonly used technique for obtaining range information about a scene or object [3]. By projecting structured light onto a surface, stereo matching can be accomplished on even a blank, featureless surface to obtain depth information. Light striping is a form of structured lighting, and consists of scanning a narrow sheet of light across an object, and taking a snapshot with a pair of cameras each time the sheet of light is incremented. Stereo matching and triangulation are then performed on the pairs of images to obtain depth information. The matching task is much easier and more reliable using these thin sheets of light, but because the light projection tends to be more than a pixel wide (on the order of ten pixels, for our system) errors in matching can still occur and give erroneous depth information. Use of an optical triangulation system is another way to obtain range data, often more accurate than the light striping system. Spacetime analysis was introduced as a technique to reduce errors in range data obtained with optical triangulation systems, specifically in the case of a laser range scanner [13]. Many of the errors associated with the laser range scanner are also present in the light striping system we use. The spacetime analysis technique should work equally well in reducing those errors in our light striping system. In this section we extend the technique of spacetime analysis to an active stereo vision system (specifically a light striping system) and demonstrate how spacetime analysis coupled with multiple cameras can provide more accurate range information. First, we review the spacetime analysis technique as developed by Curless and Levoy, and discuss why it should work for our system as well. We then give a brief discussion of our decision to use four cameras for our stereo system instead of two. Next, we describe our system and discuss the data acquisition and some of the spacetime implementation details. Finally, we compare our results using the
Figure 2.1: Optical triangulation geometry in 2-D. The camera, object and laser position are all fixed, and the positions are known. The laser angle, $\theta$, is varied to sweep the spot over the surface. The coordinates $(x, z)$ can be calculated by simple trigonometry.

modified spacetime method vs. traditional methods of range data calculations.

2.3.1 Spacetime Analysis - Laser Scanner

Curless and Levoy introduced Spacetime Analysis as a method to improve the accuracy of an optical triangulation system. A 2-D version of an optical triangulation system is shown in Figure 2.1.

The camera, object and laser position are all fixed, and the positions are known. The laser angle, $\theta$, is varied to sweep the spot over the surface. The coordinates $(x, z)$ can be calculated by simple trigonometry: $\tan \theta = z/(b - x)$ and $z/x = f/(-a)$. In real systems, the laser spot has a finite diameter, so the image of the spot has finite width. To calculate the depth value, the center of the imaged spot must be calculated. The intensity of the laser spot is generally assumed to be Gaussian, so typically researchers use mean, median or
peak of imaged light as the center. This gives correct results if the surface is perfectly flat and featureless, but becomes less and less accurate as the surface features vary sharply. Errors are introduced due to perturbations in the shape of the laser spot (or illuminant), causing the peak of the illuminant to be off-center, thus giving erroneous range information. The perturbations can be caused by a variety of characteristics of the object's surface, including reflectance variances, geometric deviations (from planar), and partial occlusion of the light paths. Figure 2.2 (taken directly from Curless and Levoy's paper) shows examples of some of these errors. Spacetime analysis is a new method of calculating the center of the laser spot image. Conceptually, instead of looking at the whole imaged spot and trying to find the center, they look at each individual pixel and find the time of its peak illumination. Since the illuminant has a Gaussian shape, as the image spot moves across the backplane a given pixel will first see the tail of the illuminant, increasing in a Gaussian fashion to the peak, and then tapering off at the other tail. The time of the peak is recorded; the intensity is no longer important for range calculations. The range information for that pixel can now be calculated from the angle of the laser at the time the pixel was at peak intensity. Results were given comparing the traditional method to the spacetime method on some problem images, and the results looked promising.

2.3.2 Spacetime Analysis - Applied To Active Stereo

The system we use is not a laser scanning system, but an active light-striping system. A narrow beam of light is scanned across the object while multiple cameras take images. Though the systems are different, our technique is still prone to the same types of errors from the same causes as the laser scanning system. Figure 2.3 shows an example of error caused by a corner. Stereo matching is done for each stripe of light. During the matching process, the pixels where
Figure 2.2: Range errors using traditional triangulation methods. (a) Reflectance discontinuity. (b) Corner. (c) Shape discontinuity with respect to the illumination. (d) Sensor occlusion.
the average peak intensity occurs are matched. In the example shown in Figure 2.3, matching the average peak intensity will result in an incorrect depth value. If only intensities that were the same were matched, the depth value would still be incorrect due to the partial occlusion of the illuminant caused by the corner. Since the errors in our system have the same root cause as those in the laser scanning system, spacetime analysis can be extended to reduce the errors. Instead of using spacetime analysis to find the proper angle, we use it to find the proper correspondence of pixels between two stereo images. A very thin vertical sheet of light is scanned across an object, and a snapshot is taken each time the position of the sheet of light is incremented. The time when a given pixel is at peak intensity is recorded and assigned to that pixel as its value. After the entire image is scanned, all pixels that saw any light have a time value associated with them.

Figure 2.4 illustrates the epipolar geometry used to match pixels in a stereo pair of images. The method is to take a pixel, \( P_0 \), in one image, cast a ray from \( P_0 \) through the optical center of the camera, and form the epipolar plane defined by \( C_0 \) (the optical center of the first camera), \( C_1 \) (the optical center of the second camera), and \( P_0 \). The intersection of this epipolar plane and the image plane of the second camera forms a line, \( ep_1 \) [23]. The pixels intersected by \( ep_1 \) are searched, and a match is found if there is a pixel \( P_1 \) with a time value corresponding to the time value of pixel \( P_0 \). Since the sheet of light used to generate the time values is roughly orthogonal to the epipolar plane, there can be at most one pixel along the epipolar line that has a matching time value. Due to occlusion there may be no pixel that has a matching time value. The example shown in Figure 2.3 is one such instance of no matching time value. Thus, instead of an erroneous depth value, we get no depth value for that particular point. This is a correct result since that point is occluded from the second camera. If a match is found, a depth value is calculated using standard triangulation
Figure 2.3: Range error in light striping system. Both cameras should map the center of the Gaussian intensity peak to the same pixel. The corner causes all illumination right of the dashed line to be occluded from camera 0, and all illumination left of the dashed line to be occluded from camera 1. This causes an erroneous depth calculation.
Figure 2.4: Epipolar geometry. $p_0$ is the image of point $P$. $C_0$, $C_1$ are the optical centers of cameras 0 and 1. The corresponding image point $p_1$ in camera 1 must lie on the line $ep_1$, which is the image of a ray cast from $p_0$ through $C_0$.

methods.

2.3.3 Multiple-Baseline Stereo With Spacetime Analysis

Multiple-baseline stereo is just using more than two cameras in known relation to each other so more images are available for stereo matching. Often [61][46], multi-baseline is used in passive systems or as the “active” part of an active stereo system (a single camera is used, and moved a known amount to obtain multiple images). Our primary motivation for using all four cameras is to reduce the problems of occlusion, as illustrated in Figure 2.5.

System Setup And Data Acquisition

Physical Setup. Our data acquisition system consists of four Sony DXC107A CCD cameras mounted on a single horizontal bar and a slide projector mounted on a translation table. A solid slide with a very thin vertical cut in the center is used to project a light stripe onto the object. The translation table and frame
Figure 2.5: Reducing occlusion by using four cameras. (a) If only cameras 0 and 3 were used, data would be lost. (b) If only cameras 0 and 1 (or 2) were used, data would be lost.

Figure 2.6: Physical setup of data acquisition system.

grabbers for the cameras are computer controlled and synchronized so the time of the frame and step size of the table are known and adjustable (see Figure 2.6). The 386 computer controls the stepper motors that move the translation table. The Pentium computer receives the images from the frame grabber and preprocesses the data. The 386 and Pentium have a communication link, and the Pentium controls timing of the translation table movement so the preprocessing can finish before the light stripe is moved.
Preprocessing. The cameras are calibrated using the Tsai method [61], a common camera calibration technique. As the light stripe is moved across the object, all illuminated pixels are observed. For each illuminated pixel, peak intensity is calculated. This time of peak intensity is calculated using the weighted average:

\[ t_{peak} = \frac{\sum t_i I(t_i)}{\sum I(t_i)} \]

where \( t_i \) is the time at which the intensity is being measured and \( I(t_i) \) is the intensity at that time. The range of \( i \) will be determined by the selected step size and beam width; it is not known \textit{a priori}. The time of peak intensity, as well as a \( \sigma \) value is stored for each pixel. This \( \sigma \) is the standard deviation, in time, about the peak (see Figure 2.7):

\[ \sigma^2 = \frac{\sum (t_{peak} - t_i)^2 I(t_i)}{\sum I(t_i)} \]

This value will be necessary in the matching process since the time of the peak is a calculated value and will not likely be exactly the same for the same pixel in two different cameras. Also, as shown in Figure 2.7, we discovered “false peaks” may occur due to inter-reflections on a shiny object. These are removed by temporarily storing a peak, then comparing it to a new peak that might occur. The method works well as long as the intensity value of the pixel goes to zero between peak occurrences. The final result of the preprocessing is two arrays for each camera; one holding time values and one holding \( \sigma \) values at each pixel. Because the time values can be calculated “on the fly,” we do not have to store the entire space-time image as Curless and Levoy did. This greatly reduces the size of our storage needs. These files are then transferred to a Silicon Graphics O2 for data reduction.

Data Reduction. In the data reduction phase, the 3-D points are reconstructed from the arrays produced in the preprocessing phase. One camera
Figure 2.7: Peak intensity for a pixel. Time of actual peak intensity for each pixel is stored. False peaks are caused by inter-reflections, and must be removed.

is selected as the reference camera. For each pixel that has a time value (background pixels have no time value associated with them), the epipolar line is projected into each of the other three cameras. The epipolar line is searched for a pixel with a time that matches within $\sigma$ of the reference pixel. If a match is found, a depth point is then calculated using standard triangulation methods. In this manner, up to three depth points for each 3-D point may be found.

We experimented with several different combinations of the available depth points, to see which gave the best results. First, we just averaged the points that were available for each 3-D point. In other words, if a match occurred (from the reference camera) in all 3 other cameras, we averaged the three points together. If we had a match in 2 other cameras, we averaged the two points. And finally, if the point matched in just one other camera, we reconstructed it. This method gave a very dense cloud of points, but was also quite noisy. We then tried reconstructing a point only if it were matched in all 3 cameras. The results were better, but now the point cloud was, of course, much less dense and we lost some detail. We also still had a lot of noise, so we developed a noise test. This test just calculated the Euclidean distance between the points to be averaged. If this distance was larger than a certain threshold, the points were discarded and the reconstruction was not done for that particular point.
The threshold was determined heuristically, but could be developed in a more rigorous manner such as the one used by Stockman, et. al [58]. The noise test significantly improved the result, but naturally the point density was lower when using this test.

**Results of using the spacetime method**  We observed two main improvements to our acquired data by using spacetime analysis over traditional triangulation methods. First, we saw an improvement in accuracy of reconstructed points. To illustrate this improvement, we use two boxes. The intensity image of the boxes from all four cameras is shown in Figure 2.8. For purposes of illustration, the reconstructions in this example are done using only two cameras, cameras 0 and 3. The top image in Figure 2.9 shows the reconstruction done using the traditional method. There are many reconstructed points that appear to belong to the right face of the near box. However, we can see from Figure 2.8 that the right face of that box appears in camera 3 but is occluded from camera 0. Those points in the reconstruction must have come from false matches since the data are simply not available to construct that face. Also notice the lettering on the top of the near box. Since that lettering is black (in very high contrast to the light-colored box), the standard method of matching the pixels was affected in the manner shown in Fig. 2.2(a). The bottom image in Figure 2.9 is the reconstruction using the spacetime method. The top of the near box is reconstructed correctly (no words apparent), and the right side of the near box has no reconstructed points.

The second major improvement was in the effects of inter-reflection on the reconstructed data points. Figure 2.10 illustrates those effects. The object used was just a plain piece of paper with contrasting horizontal and vertical colorbars. The paper was folded, then unfolded at junction of the black and white colorbars, so a slight crease was present at the junction. Figure 2.10(a)
Figure 2.8: Views of 2 boxes as seen from 4 cameras.
Figure 2.9: Boxes from figure 2.8 reconstructed using traditional (left) and spacetime (right) methods, with data obtained from cameras 0 and 3. Using traditional reconstruction, points on right side of near box must be erroneous since that face was occluded from camera 0. Also, note lack of data on top of box where words occur. On the spacetime reconstruction, observe that no points occur on the occluded face, and depth points are now present where words occur.

is a color image of this object. Figure 2.10(b) is a range image reconstructed using two cameras (cameras 0 and 3) and the spacetime method before we developed the maximum peak test illustrated in Figure 2.7. Note the “hole” in the center of the object. The crease at the junction of the black and white colorbars caused a great deal of inter-reflection, which in turn caused the hole in the image. Notice that where the “hole” occurs there are actually depth points reconstructed, but they are behind the surface of the object. Figure 2.10(c) is the same object reconstructed using the same two cameras and the spacetime method, but with the addition of the maximum peak test. Notice that the hole is gone since there are no erroneous points reconstructed behind the object now. This illustrates the necessity of the maximum peak addition to our algorithm.

Several views (~16 or so, depending on the object) of the color and range
(a) Intensity image of paper with colorbars

(b) Reconstruction using spacetime method without erroneous peak detection.

(c) Reconstruction using spacetime method and erroneous peak detection.

Figure 2.10: Improvements to inter-reflection problem. Note hole in center of (b), caused by reconstruction of points behind object. Hole in center has disappeared from (c) because those points are now being calculated at the proper depth.
data are obtained in this manner. They are then registered and a 3D mesh is constructed for the object in the manner described in the next section.

2.4 Registration and Mesh Generation

Most of the meshes used for the experiments in this thesis are complete reconstructions of 3D objects, with the range data obtained as described in the previous section. This section contains a brief discussion on how the range images are made into a mesh.

2.4.1 Registration

To find a mesh that approximates the entire surface of an object, the range maps obtained from the scanning process must be aligned and expressed in a single coordinate system. This process is called registering the range data, and a good deal of research has been devoted to solving this problem. We used the method developed by Pulli [50] for registering the range data.

Automated registration of multiple range images is, in the general case, an unsolved problem. When the separate views are taken under full computer control, such as with a robot or on a computer-controlled turntable, then initial registration parameters are available through the system, though they usually have some associated error. When the views are obtained by moving the object or sensor by hand, this information is unavailable and must be deduced from feature matching, which is unreliable, or estimated by the human operator. Pulli uses a combination of interactive approximation, 2D projection, and distance minimization to register pairs of images, and then uses global optimization techniques to register all pairs together. To obtain an initial registration for a pair of images, the operator selects four point pairs so that each point marks the same surface point in both images. The program finds the
corresponding 3D points and calculates a transformation matrix to align one view to the other. This initial registration is only approximate, and further refining of the transformation matrix is necessary. The second step renders the second image as if viewed from the location of the first image, and then uses 2D registration techniques to align both 2D images. This improves the transformation matrix further, and then the registration is refined by using a novel combination of 3D techniques. Sets of points that match best are kept for each pair of views. Each view is registered with more than one other view. When all views have been registered pairwise to a few neighboring views, the sets of point pairs are used in a global optimization scheme that obtains the best transformation matrix for each view based on the point pairs. When all the transformation matrices stop changing the best registration of all views has been obtained. This combination of interactive, 2D and 3D methods provides a more accurate, robust registration than the use of 3D methods alone. Figure 2.11 shows the completed registration of a coffee cup.
Figure 2.12: The idea of space carving. (a) The working volume contains an object. (b) A scan can prove that some of the volume lies outside the object. (c) More scans remove more space, but the object remains.

2.4.2 Reconstruction

Once all range images are properly registered, the surface must still be extracted. There are, again, several methods available for the task, none of which are perfect. We chose to use Pulli’s space carving [50] method of surface extraction. The basic idea is to carve away the empty space known to not belong to the object. Figure 2.12 is an illustration of space carving. Figure 2.12(a) shows a working volume with the object to be reconstructed somewhere inside it. In Fig. 2.12(b) there is a scanner with its viewing cone. The volumes of space which lie between the scanner and parts of the object visible to the scanner can be removed since they are known to be empty. If background is visible to the scanner, those volumes between the scanner and the background can be carved away as well. Scanners in different positions, such as the one shown in Fig. 2.12 can carve other parts of space away. With a sufficient number of scanners, we are left only with a connected volume that closely approximates the surface of the object. The Pulli algorithm uses a hierarchical approach and divides the
working volume into cubes. First, the volume is divided into eight cubes and they are all tested to see if they are inside, outside, or on the object. Those that are judged to be outside by any one view are removed from further consideration. Those that are judged to be inside by all views are marked as part of the object. Those that are not inside or outside are further divided into eight cubes, and those cubes are tested. This recursion continues until the desired level of approximation is reached. Figure 2.13 show the progression of the hierarchical space carving method for a coffee cup.

2.4.3 Mesh Generation

Once the desired resolution is reached, the surface representation is extracted by finding the faces of the cubes that form the boundary between "inside" the object and "outside" the object, dividing those faces into triangles, forming ver-
tices where the triangles connect, and extracting the connectivity information. The mesh obtained from the hierarchical space carving method is a good start, but it is very dense and suffers from severe quantization error since all the faces are aligned with the coordinate axes. Smoothing of the mesh and reduction of the number of vertices will provide a better approximation to the actual surface, since very few real objects are made from a collection of cubes. The next step in processing the “cubed” mesh is the application of a specialized low-pass filter developed by Taubin [60] for polygonal meshes. This filter smooths without shrinking, so it removes the spurious noise (in the form of quantization error) from the mesh while still preserving the shape of the object.

Mesh optimization has been studied in great detail in the field of computer graphics. For computer graphics applications the best mesh representation of an object will be one that preserves the shape of the object while using the fewest polygons necessary. Fewer polygons means faster rendering, while more polygons means more surface detail. Since these are competing goals, many mesh optimization algorithms leave fewer polygons in places describing planar-like surfaces, and more polygons where curvature is higher. This allows faster rendering without loss of detail. These algorithms are not generally suited for computer vision applications, since we often want to measure local properties of the data, generally through operations on “neighborhoods.” In 2D images and some types of range data, pixels are all a fixed distance apart and the neighborhood of a pixel is just the group of pixels adjacent to it. In a polygonal mesh, we might define the neighborhood of a vertex as all the vertices connected to it. The problem is that the vertices are not a fixed distance apart so neighborhood operations that rely on that characteristic don’t work. To control the resolution of a mesh and make it more useful for computer vision work, Johnson and Hebert [38] developed an algorithm that normalizes the distance between vertices as well as minimizing the number of vertices required to represent the
object while preserving its shape. Our dense, smoothed mesh is simplified using Johnson's method which we will now describe.

Johnson and Hebert ascertained five basic requirements for any algorithm designed to control resolution of polygonal meshes for use in computer vision. Those requirements are:

1. Preserve shape

2. Normalize distance between vertices

3. Minimize number of vertices

4. Handle free-form and polyhedral shapes

5. Handle mesh boundaries.

As in computer graphics, items 1 and 3 compete with each other, and we have the added restriction of item 2. Item 4 ensures generalization of the algorithm to most shapes, and item 5 permits the use of meshes generated from a single range image.

The algorithm uses two basic operations iteratively applied to the edges in the mesh to achieve a new mesh of the desired resolution. **Edge-split**, where an edge is broken at its midpoint into two edges, is used to remove edges that are too long. **Edge-collapse**, where an edge is reduced to a point, is used to remove the edges that are too short. The edge-split operation just splits one triangular face into two so it does not change the shape of the mesh. During the edge-collapse operation some shape change is unavoidable since a face is being removed from the mesh. This shape change is kept to a minimum through the use of a shape change measure. The edges in the mesh are ordered for edge-collapse based on how much shape change will occur if the edge-collapse
operation is applied. The operation is applied first to the edges that change the shape of the mesh the least. The edge length is also taken into account with a weighting factor, so that of two edges with nearly the same shape change measure, the shortest edge would be collapsed first. One other measure considered when normalizing the mesh is the accumulated shape change, which keeps track of how much the shape has changed in the neighborhood of each edge. Global bounds are used to limit the amount of accumulated shape change at each edge. This has the effect of bounding the surface between an inner surface that prevents too much shrinkage and an outer surface that prevents too much expansion.

Figure 2.14 shows the results of the coffee cup cube mesh from Fig. 2.13 after the smoothing operation (Fig.2.14b), simplification to half the original number of faces Fig.2.14c), and simplification to 10% of the original number of faces Fig.2.14d).

2.4.4 Discussion

This method provided us with a reasonable normalized mesh representation of the objects. There is a point, however, where too much simplification causes one (or both) of two problems: either the shape changes so much that it no longer provides a reasonable representation of the object, or the edge lengths must have unacceptable length differences. We expect that the limits of simplification are dependent on both the object and the computer vision processing algorithms being applied to the mesh. In some of our experiments we address the performance of our algorithm using different mesh resolutions.
Figure 2.14: Mesh smoothing and normalization. (a) Initial mesh created by hierarchical space carving. (b) Results of smoothing operation. (c) Simplification to half the number of faces. (d) Simplification to 10% of the original number of faces.
Chapter 3

OBJECT MODEL AND MATCHING

3.1 Introduction

Our new methodology uses symbolic models to represent 3-dimensional objects. Symbolic representation of spatial information is not new. In [33], Hernandez presents an entire system based on qualitative spatial knowledge to describe 2D spatial objects and relationships. He proposes a way to extend his system to describe 3D objects based on volumetric primitives. He also provides a comprehensive survey of other work in the area of qualitative spatial representation. The approaches surveyed in this work have one thing in common; they use the qualitative representation for reasoning about spatial objects, but do not try to tie the qualitative model to any particular instance of an object. Other researchers have used qualitative spatial information for object recognition. Brooks' [11] ACRONYM system uses spatial relationships of volumetric models based on generalized cylinders to predict the occurrence of 2-D features in gray-tone images. Dickinson et al. [15] employ a qualitative shape model based on simple volumetric primitives called geons [9] to obtain the general shape of an object. These primitives are then deformed to fit the range data and obtain a more exact shape. The objects must be composed of the volumetric primitives defined in the system, but our methodology allows more flexibility in that the primitives can be any defined function. Sengupta and Boyer [54] use symbolic information to develop parameterized descriptions of objects to organize a large modelbase for rapid object recognition. In the GRUFF system
[57], Stark and Bowyer use symbolic models to represent categories of objects and use functional characteristics to decide if an object belongs to a particular category. They try to recognize an instance of the object by reasoning about the object based on its ability to function as that category. This system only classifies objects, whereas our system finds features of interest and can provide function-fitting information.

3.2 Abstract Symbolic Model

We have developed an abstract symbolic model to describe any three-dimensional object. This model is useful for reasoning about the object and can be the starting point for domain-specific models to be used in matching. This model is loosely based on the Image Understanding Environment (IUE) [37], which is an ongoing project sponsored by ARPA with the intent to establish a common software environment for image understanding research. Unlike the IUE, however, our model is not dependent on geometry, absolute location, or a geometric coordinate system. Rather than using the geometrically-oriented IUE classes, we adopted IUE concepts for spatial object, part-instance network and topology network and redefined these concepts to fit a non-geometric representation.

This model was motivated by the need to describe and reason about the spatial attributes and relationships of anatomical objects. The abstract model has been adapted to the domain of anatomy and has already demonstrated its usefulness in that domain. The Digital Anatomist Structural Abstraction [45], derived from this model, is an integral part of the Foundational Model of Anatomy [53] which is an ongoing research project in the Department of Biological Structure at the University of Washington Health Sciences Center.

The abstract model consists of a spatial object ontology and three relational networks. The spatial object ontology is a relatively simple hierarchy that de-
Figure 3.1: The Spatial Ontology.

scribes an object in terms of its dimension and basic shape. The four classes we propose are: point, line, surface, and volume,\(^1\) which represent spatial objects of zero, one, two, and three dimensions, respectively. See Figure 3.1.

The real power of our model lies in the three relational networks. A network consists of links and nodes. The nodes are the spatial objects and the links are the relationships. These networks are influenced by the spatial ontology in that the dimension of the object will determine the kind of relational network the object can participate in.

First is the topology network. The topology of an object describes it in terms of its boundaries, which are themselves spatial objects. In our topology network, the nodes are spatial objects and the links are \textit{-bounded by-} and \textit{-boundary of-}. The nodes must be of a different dimension than the object being

\(^1\)The terms point, line, surface and volume are not used in the strictest geometric sense. We allow some latitude in that we refer to topological as well as geometric information using these terms.
described. Volumes (3-D) are bounded by surfaces (2-D), which are bounded by lines (1-D). Lines (1-D) are bounded by points (0-D), and are a boundaries of a surface (2D). In summary, we can specify the topology network as the pair \((O, TH)\), where \(O\) is the object and \(TH\) is the topology hierarchy relationship describing that object.

The next relationship is the part-whole relationship. Spatial objects are described in terms of their component parts, which themselves are spatial objects. In the part-of network, the nodes are spatial objects and the links are part-of and has-part. The nodes must be of the same dimension as the object being modeled. Parts of 3-D objects can themselves only be 3-D and so on. We can specify the part of network as the pair \((O, PH)\), where \(O\) is the object and \(PH\) describes the has-part/part-of hierarchy relationship.

The third network in our scheme is the Spatial Associations network. It may contain several different relationships, depending on the model. Most networks in the spatial associations network require a coordinate system to fully describe the relationships. If we were using a geometric model, we could define geometric axes, however since our model is symbolic we need to use symbolic axes. The coordinate system is based on the particular object being modeled, and may include such directions as up-down, front-back, and right-left, which correspond to the anatomical directions of superior-inferior, anterior-posterior, and (roughly) medial-axial. The relationship currently established in the spatial associations network is adjacent-to.

This is the current design of our abstract object model. Figure 3.2 shows the abstract model of a coffee cup. The cup is the root object so it is not part-of anything. It has-part body and handle. The body and handle are both part-of the cup, but have no parts themselves. The handle is bounded-by the handle surface, but the body is bounded-by three surfaces; the inside surface, the outside surface, and the bottom surface. Conversely, these three surfaces
are the boundary-of the body, and the handle surface is the boundary-of the handle. The inside surface is bounded-by the rim, and the outside surface is bounded-by the rim and the bottom edge. Since the rim and bottom edge are circular, they have no boundaries.

More complex models are represented by Figures 3.3 and 3.4 which show the partial abstract models of an airplane and lung.

3.3 Working Model

The abstract symbolic model described in the previous section is useful for reasoning about the object, as discussed in [53], but it has no mechanism to identify itself with a real object. The working model provides that mechanism. The working model is designed to model only part of the abstract model dependent on the type of geometric function used in the algorithm. If volumetric functions are desired, the working model is based on 3D functions and will therefore model the volumes of the abstract model. If surfaces are of interest and surface fitting functions can be obtained, the working model will model the 2D parts of the abstract model. In the implementation chapter, we will show how we use the working model to model the 1D aspects of the abstract model.

The working model consists of the set of features $F$ of the object we desire to find and a set of global constraints $R$ associated with those features. Each feature has five main properties: label, working-set-types, shape-type, shape-params and detectability. The label is just the name of the feature. Working-set-types and shape-type are properties used by the algorithm that detects the feature. There may be any number of working sets associated with a feature and for each there will be a working-set-type. The working-set-type limits the sets of mesh points that may be associated with the feature. Shape-type limits the shape of the detected feature and has parameters, a fit-function, and an
Figure 3.2: Abstract Model of Coffee Cup.
Figure 3.3: Abstract Model of Airplane. Due to complexity, only a partial model is shown here.
Figure 3.4: Abstract Model of Left Lung. Due to complexity, only a partial model is shown here.
error function associated with it. Shape-parms is the set of parameter values for that feature. Detectability is the likelihood of finding this particular feature; it is used in the feature labeling algorithm.

3.4 Matching

Given a working model of a 3D object class and a 3D mesh data set representing a sensed instance of that class, matching is the process of finding the features of the model as subsets of the mesh points that satisfy the shape requirements and relationship requirements of the model. Our proposed matching methodology has three stages: working set construction, feature construction, and feature labeling.

3.4.1 Definitions

The first stage of the matching methodology is bottom-up and its purpose is to find, for each feature of the working model, one or more candidate sets of points in the mesh where this feature may be found. The candidate sets of points are called working sets. More formally, a working set \( W(f) \) of mesh \( M \) for feature \( f \) with working-set-type \( t \) is a subset \( W(f) \subseteq P(M) \) of the point set \( P(M) \) of the mesh \( M \) satisfying:

1. \( W(f) \) is a connected point set.

2. \( t \) is a valid type for feature \( f \).

3. \( W(f) \) satisfies the requirements for type \( t \).

Given a working model \( Q \) with feature set \( F \), the first stage of matching is to identify for each feature \( f \in F \) a set of working sets \( S(f) \) for that feature.
Thus the output of this stage is

\[ S(F) = \{S(f) | f \in F\} \]

The second stage is top-down, and its purpose is to further reduce the number of candidate sets of mesh points for each feature by ensuring the working sets still under consideration have the proper general shape and the parameters of that shape fall within the range of the shape parameters of that feature. These remaining working sets, in conjunction with the fitted shape-type of the feature, are called constructed features. In other words, a constructed feature \( C(f) \) of mesh \( M \) for feature \( f \) with shape-type \( s \) and shapeParms \( m \) is a 3-tuple \( C(f) = (W(f), G(W), E(W)) \), where \( W(f) \subseteq S(f), G(W) \) is the set of parameters \( p \) resulting from a best-fit of \( s \) to \( W(f) \) and \( E(W) \) is a fit-error metric associated with \( G(W) \). \( C(f) \) must satisfy the following conditions:

1. \( s \) is a valid shape-type for feature \( f \).

2. Each parameter \( p \in G(W) \) falls within the given range of the corresponding parameter \( m \) in feature \( f \).

3. \( E(W) \) must not exceed some given error threshold \( t_{err} \).

Note that a constructed feature can be formed from more than one working set. This will allow generation of features that may be more robust than those generated from just one working set. For example, the fillets where the handle on a coffee cup connects to the body are usually detectable, but they are often small and can be mistaken for noise in the mesh. We use a constructed feature that consists of a line segment fit to both fillets, then base the constraints on properties of that line segment. See Figure 3.5.

Given a working model \( Q \) with feature set \( F \), the second stage of matching is to construct for each feature \( f \in F \) a set of constructed features \( T(f) \) for that
feature. Therefore the output of the second stage is

\[ T(F) = \{ T(f) | f \in F \} \]

The last stage of the matching methodology is also top-down, and its purpose is to find a consistent labeling from the working model features to the constructed features. Let \( f \in F \) be a working model feature and \( T(f) \) be its set of constructed features. Let \( R \) be the set of constrained relationships in the working model; \( R = \{ r_1, \ldots, r_m \} \), where each \( r_i \in F^n \times \Upsilon \) is a labeled tuple of features \((f_1, \ldots, f_n, \rho)\) in which \( f_i \in F \), and \( \rho \in \Upsilon \) is the type of relationship. A consistent labeling \( h : F \rightarrow T(F) \) is a function that maps model features to constructed features and must satisfy the following:

1. \( h \) is one-to-one, i.e., \( h(f_i) = h(f_j) \Rightarrow f_i = f_j \)

2. If a relationship between features is in \( R \), then the parameters in the associated constructed feature must also satisfy the relationship.

\[ \rho(f_i, \ldots, f_j) \leftrightarrow \rho(C(f_i), \ldots, C(f_j)) \]

### 3.4.2 Algorithm

This section provides details of the algorithms used to accomplish the stages described in the above methodology. We also define the function \( p \) as follows. Let \( F \) be the set of \( N \) features in the working model. For each feature, \( f_i \in F \), \( i = 1, \ldots, N \), let function \( p(f_i) \) return a property vector containing all properties of feature \( f_i \).

#### Working Sets

As defined previously, the mesh \( M \) contains a set of points, \( P = \{ p_1, \ldots, p_n \} \). From this set of points, we select a set \( W \) of working point sets. Each working
point set \( w_i \in W \) is a subset of \( P \). Any point \( p_k \) may only be part of one \( w_i \). Determination of the \( w_i \in W \) can be based on a number of criteria, mainly depending on the desired representation of the feature properties in the model.

**Constructed Features**

The next part of the algorithm consists of three main steps for each feature \( f \): 1) select the set of candidate working sets \( S(f) \) for that feature 2) fit the shape type of the feature to each \( W(f) \in S(f) \), and 3) form the set of constructed features \( T(f) \). The selection algorithm is based on the feature property working-set-type, which is one of the types defined in the working model. The selection algorithm is as follows:

```plaintext
for each \( f_i \in F \) do
    current.properties = \( p(f_i) \)
    for each working-set-type \( w_j \in \text{current.properties.working-set-types} \)
        \( w_j.candidate_stack_{f_i} = \text{NIL} \)
        for each \( w_k \in W \)
            if \( w_k.type == w_j.type \)
                push\( (w_j.candidate_stack_{f_i}, w_k) \)

```

The fitting algorithm is based on the feature property shape-type. It fits the shape function for each feature to each \( W(f) \) for that feature. If the fitted shape parameters fall within the parameter range for \( f_i \), a constructed feature \( C(f_i) \) is formed. In this manner, a set of constructed features \( T(f_i) \) is generated for each \( f_i \). The fitting algorithm is:

```plaintext
for each \( f_i \in F \) do
    current.properties = \( p(f_i) \)
```
\[ W_c = \text{the set of all working set groups, where each group contains one working set from each } w_j.candidate.stack_{f_i} \]

for each \( wc_j \in W_c \)

\[ w.shape.params = \text{fitShape(current.properties.shape, wc_j, fit.err)} \]

if \( w.shape.params \in \text{current.properties.shape.parms} \)

\[ \text{form.constructed.feature(wc_j, w.shape.params, fit.err)} \]

Once the set of constructed features \( T(f_i) \) is formed for each \( f_i \), it is passed to the feature labeling stage.

**Labeled Features**

The feature labeling stage of the algorithm uses the constructed features as potential correct labelings, and the global constraints in the model to resolve the multiple labels and features into the one correct consistent labeling.

**Consistent Labeling**  The consistent labeling problem (CLP) can be defined as follows:

Given a set of \( M \) units \( U = 1, \ldots, M \) and a set of \( N \) labels \( L = 1, \ldots, N \), find a mapping \( U \mapsto L \) such that the set of given constraints \( C \) over the relationships among the unit-label pairs is satisfied [32].

The consistent labeling problem may have one solution, many solutions or no solution at all. A classic example of the consistent labeling problem is the \( N\)-queens problem. An \( N \times N \) chessboard and \( N \) queens are given. The task is to place the \( N \) queens on the chessboard in such a manner that no queen can capture any other. We can think of the units as the rows and the labels as the columns. The constraints are that no queen can be in the same row, same column, or on the same diagonal as any other. A consistent labeling solves the
problem by telling us, for a given row, in which column to place a queen so that the constraints are satisfied. Note that for \( N < 4 \) this problem has no solutions, but for \( N \geq 4 \) it has more than one solution.

Consistent labeling problems generally fall into three categories:

1. All constraints must be satisfied

2. The number of constraints not satisfied (or the error) must be less than some threshold

3. The error must be minimized. The minimal error mapping is the solution. If the error is greater than a threshold, though, we may discard it and say there is no solution as in 2.

The method used to solve the problem is dependent on the nature of the problem and the desired results. The following is a summary of the common methods used to solve these problems; see Haralick and Shapiro [31] for a more detailed discussion.

A typical method for solving the first type of consistent labeling problem is the backtracking tree search, which begins by assigning any label to the first unit of \( U \). This is a node at the first level of the tree. The algorithm then selects the second unit of \( U \) and constructs the children of the first node, which are nodes that map the second unit of \( U \) to all labels. Constraints are checked as each node is constructed so any node that violates the constraints can be removed immediately. This process continues until the tree has as many levels as there are units. Any paths from the root to the deepest possible level are consistent labelings. On its own this algorithm is very time consuming and inefficient, with exponential time complexity. Improvements can be made using techniques such as discrete relaxation to prune the search tree. Discrete relaxation basically checks for incompatibilities between a future unit-label pair
and other future unit-label pairs. For example, if for a particular unit $u$ with label $l$, there is no label $l'$ for some other unit $u'$, then unit-label pair $(u, l)$ need never be considered. This technique can be performed before starting the tree search and, for very tightly constrained problems, can result in great reduction or even elimination of the tree search. For problems with looser constraints the algorithm should be applied at each node of the tree, which will further constrain the search.

Although many consistent labeling problems (such as the $N$-queens problem) fall into the first category, most computer vision consistent labeling problems do not. We are usually trying to match labels from a perfect model to data extracted from real, imperfect images. To expect all constraints to be met is overly optimistic and almost always results in failure to find a solution. The other two categories of CLPs allow for some error and are suitable formulations for computer vision problems.

*Continuous relaxation* is one method of allowing some error in CLP solutions. Instead of removing possible labels from the label set $L_i$ of a unit $i$ as discrete relaxation does, continuous relaxation updates the probability of a unit $u$ having a given label $l$ after each iteration. Initial probabilities are defined by a set of functions giving a priori probabilities. After each iteration of labeling, a new probability is computed for each unit-label pair. This probability is based on the previous probability and information on compatibility with other unit-label pairs. Iterations can continue until a satisfactory mapping (if one exists) is found.

*Optimization* is another method of solving these types of consistent labeling problems. An error function is defined for the mapping based on the unit-label constraints. Since some constraints may be more important than others, this error function can allow a higher penalty for violating some constraints over others. Once the error function is established, optimization techniques are
used to minimize the error function by adjusting the unit-label pairs.

**Constraint-based Tree Search**  In our system, the units are the features from the working model and the labels are the constructed features from the data. Each feature has the potential of being assigned one of several constructed features. Our consistent labeling problem is to assign a single constructed feature to each model feature in such a manner that the constraints between the model features are satisfied by the constructed feature. A constructed feature may come from one or more working sets. Each working set can produce several different constructed features. Only one constructed feature per working set may become the label of one of the working model features. Figure 3.5 is an example of a constructed feature produced from two working sets. The line segment fit to the two working sets \( w_1 \) and \( w_2 \) is the feature we are trying to match. Our approach to this problem is to use a constraint-based tree search which attempts to find the labeling based on likelihood of finding features to satisfy the constraints. Arman and Aggarwal's strategy trees [1] are similar in philosophy in that they also attempt to reduce the search space by looking for the most detectable features. That system was very different from ours since it was a CAD-based recognition system and therefore relied on the availability of a CAD model for the object to be recognized. Our method is top-down in that we examine the constraints first to find the features we want to search for initially. We describe our approach assuming pairwise constraints for simplicity, though the method is not restricted to only pairs.

The set of binary global constraint relationships is \( R = \{ r_1, r_2, \ldots, r_m \} \), \( r_i \in F^2 \times Y \). Let \( r_i = (f_j, f_k, \rho) \) where \( f_j \) and \( f_k \) are model features and \( \rho \) is the relationship type. We first calculate the detectability of \( r_i \), \( \text{det}(r_i) = \text{det}(f_j) \times \text{det}(f_k) \) and rank-order the \( r_i \)'s based on detectability. Starting with the highest ranked \( r_i \), and assuming feature \( f_j \) in \( r_i \) has maximum detectability (of all features in
(a) Coffee cup with working sets of interest shown in cyan

(b) Handle feature $C(w_1, w_2)$ constructed from two working sets.

Figure 3.5: Constructed feature formed from two working sets.

$r_j)$, get $T(f_j)$, which is the set of constructed features for $f_j$. These will be the nodes of the first level of the tree. Get $T(f_k)$ and for each $C(f_k) \notin C(f_j)$, check for satisfaction of $\rho$ between constructed features $C(f_j)$ and $C(f_k)$. Nodes of the tree that have no leaves because there are no constructed features that satisfy relationship $\rho$ are removed from further consideration. The tree is traversed in this manner until all relationships are satisfied.

Most relationships between the features will not be of the satisfied/not satisfied type. Instead, a relationship will be satisfied if it meets the relationship criteria within some error $\epsilon$. For example, if two features are constrained to be parallel to one another, it is not likely the constructed features will be exactly parallel. We say they satisfy the relationship if they are parallel within $\epsilon$. The result of the tree search described above may be more than one consistent labeling. If this is the case, the labeling that best satisfies the constraints is chosen as the correct one.
Table 3.1: Working sets from Figure 3.6b that satisfy relationships $\rho_1$ (parallel), $\rho_2$ (perpendicular), and $\rho_3$ (centroid-distance).

<table>
<thead>
<tr>
<th>Relationship</th>
<th>$\rho_1$</th>
<th>$\rho_2$</th>
<th>$\rho_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfied</td>
<td>$w_1, w_3$</td>
<td>$w_1, w_2$</td>
<td>$w_2, w_3$</td>
</tr>
<tr>
<td>By</td>
<td>$w_1, w_4$</td>
<td>$w_2, w_3$</td>
<td>$w_3, w_4$</td>
</tr>
<tr>
<td>Pairs</td>
<td>$w_3, w_4$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The tree search described above is best illustrated with a simple example. The shape types and relationships will be formally defined in the next chapter, but we will use some of them here for illustration purposes. We will use one working set type $wt$ and one shape type $st$, which is a circle. The relationships are $\rho_1$ (parallel), $\rho_2$ (perpendicular), and $\rho_3$ (centroid distance). Figure 3.6a shows an object with three circular features, $f_1$, $f_2$, and $f_3$. Figure 3.6b shows four working sets $w_1, \ldots, w_4$ with the shape type $st$ fit to each of them. The features are in the format $f_i=\langle label, working\ set\ type, shape\ type, shape\ params, detectability \rangle$ and are defined by:

\[
\begin{align*}
    f_1 &= (l_1, wt, st, sp_1, 1) \\
    f_2 &= (l_2, wt, st, sp_2, 0.75) \\
    f_3 &= (l_3, wt, st, sp_3, 0.9)
\end{align*}
\]

The relationships $R = \{r_1, r_2, r_3\}$ are defined:

\[
\begin{align*}
    r_1 &= (f_1, f_3, \rho_1) \\
    r_2 &= (f_1, f_2, \rho_2) \\
    r_3 &= (f_2, f_3, \rho_3)
\end{align*}
\]

Table 3.1 shows the working sets that can satisfy the three relationships.

Since relationship $\rho_1$ has the highest detectability ($\det(f_1) \ast \det(f_3) = 0.9$)
the constructed features associated with $f_1$ will be the nodes of the first level of the search tree. Figure 3.7 illustrates the pruning of the tree as the search progresses. Solid lines indicate potential labelings while the dashed and dotted lines indicate satisfied and unsatisfied constraints. Figure 3.7a shows the first two levels of the tree before any constraints are tested. Figure 3.7b shows the tree after $\rho_1$ is tested. Since working set $w_2$ does not satisfy constraint $\rho_1$ with any working set, it is removed from consideration as a possible labeling for $f_1$ and $f_3$. It will be reconsidered for labeling further down in the tree. Figure 3.7c shows the tree after $\rho_2$ is tested, and 3.7c after $\rho_3$ is checked. Extra working set $w_4$ is eliminated in this stage because it does not satisfy constraint $\rho_3$ given the remaining potential labelings. Figure 3.7d shows the final consistent labeling.

It may not be possible to generate constraints for all features we desire to label. There are two different methods to manage this situation. One way is to label all features that have constraints then label the the remaining features based on how well the required shape function fits the working set. Another
method assumes the working model features are associated with the abstract model features. All features that have constraints should be labeled, then relationships found in the abstract model employed to reduce or eliminate incorrect labelings.

3.5 Contributions

The major contributions in this chapter are:

- Development of a new way of modeling 3-D objects. The new method uses an abstract symbolic model coupled with a working model. The working model contains quantitative parameters that can be compared to actual values obtained by fitting specified functions to the range data.

- Development of a two step model-directed search procedure that takes advantage of both bottom-up and top-down techniques.

- Introduction of constructed features, which have a structural foundation in the data but can exploit local relationships between groups of points having similar characteristics.
Figure 3.7: Example of constrained tree search using the working sets and features from Figure 3.6. Solid lines are potential labelings and dotted and dashed lines are constraint paths. Dashed lines indicate that a constraint is satisfied, while dotted lines indicate and unsatisfied constraint. (a) Before constraints are tested. (b) After \( \rho_1 \) tested. (c) After \( \rho_2 \) tested. (d) Final labeling after \( \rho_3 \) tested.
Chapter 4

SYSTEM IMPLEMENTATION

4.1 Introduction

This chapter describes the implementation of a prototype system using the model described in the previous chapter. We developed our working model on the premise that we wanted to find the one-dimensional features described in the abstract model of the object. We believe that if the separators (edges, or other places where two surfaces come together) in an object can be located, we can then use the abstract model for segmentation of the object into surfaces and volumes.

We developed four working set types based on curvature of the surface in a neighborhood. We implemented three functions for shape type, and allowed five types of constraint relationship between the features. This chapter first reviews curvature and describes our method of finding it. We then discuss the functions used for shape type and our method of fitting those functions. Finally, we examine the relationships used in our implementation.

4.2 Surface Curvature Computation

Since we are looking for separators in the object mesh, curvature was a natural choice as a basis for working-set-types. Wherever two surfaces join a change in curvature occurs, or there would be no basis for labeling them as two different surfaces. Determining curvature in range data is a well-understood and thoroughly researched problem. Several methods have been developed for es-
timating curvature; in [26] Flynn and Jain compare five different curvature estimation methods and discuss the performance of each.

Most curvature estimates are done using a functional surface representation where the surface can be specified as the height \( f(u, v) \) above a support plane defined by the two coordinates \((u, v)\). This type of surface is called a Monge patch, and a 3D point on the surface is given by \( X(u, v) = (u, v, f(u, v)) \). For any point \( p \) on such a surface, we can choose two orthogonal vectors in the tangent plane and observe the behavior of the surface in those directions. Each direction specifies a curve in \( X \); its curvature measures its tendency to 'bend' out of its tangent field. There are two parts to the curvature: a component due to the way the curve is imbedded in the surface, and a component due to the way the curve changes in 3D. It is this last part, also called the normal curvature that we are interested in. The two orthogonal vectors in the tangent plane to the surface at \( p \) can be chosen in such a manner that the normal curvatures they yield are the maximum and minimum possible over all such choices. These values are known as the principal curvatures of the surface at \( p \), and are represented as \( \kappa_{\text{max}} \) and \( \kappa_{\text{min}} \). Gaussian curvature, \( K = \kappa_{\text{min}} \ast \kappa_{\text{max}} \), and mean curvature, \( H = (\kappa_{\text{min}} + \kappa_{\text{max}})/2 \), are often used by computer vision researchers instead of principal curvature due to their useful invariant properties. The \( H \) and \( K \) curvatures can be used for classifying surfaces into general shape types, such as saddle, ridge, valley, etc., based on the signs of \( H \) and \( K \). For a Monge patch surface, the Gaussian and mean curvatures can be calculated by

\[
K = \frac{f_{uu}f_{vv} - f_{uv}^2}{(1 + f_u^2 + f_v^2)^2}
\]

\[
H = \frac{f_{uu} + f_{vv} + f_{uu}f_v^2 + f_{uv}f_u^2 - 2f_{uv}f_u f_v}{2(1 + f_u^2 + f_v^2)^{\frac{3}{2}}}
\]

where \( f_u, f_v, f_{uu}, f_{uv}, \) and \( f_{vv} \) are the partial derivatives of \( f \). If a function is fit to a local neighborhood of range points, these partial derivatives are easily
obtained and \( H \) and \( K \) can be calculated. If \( \kappa_{\text{min}} \) and \( \kappa_{\text{max}} \) are desired they are just the roots of the equation [7]

\[
\kappa^2 - 2H\kappa + K = 0
\]

or

\[
\kappa_{1,2} = H \pm \sqrt{H^2 - K}
\]

Curvature estimation is generally done by fitting small surface patches to neighborhoods and calculating the partial derivatives of those functions. Our meshes, since they are based on not a single range image but several range images merged, are not Monge patches. The techniques above are not easily applied to our data. We could create an artificial support surface in the neighborhood of each point, but we are interested in determining amount of curvature not local surface shape, and there are simpler ways to accomplish this.

Instead of fitting surface patches, we chose a numerical method, used by Itter and Jain [36], which produces curvature estimates at a point \( p \) by examining the orientation change between it and its neighbors. No support surface or analytical function is needed, but an estimate of the surface normal at each point is required. There are many ways to obtain a surface normal estimate. We used a common, straightforward method of fitting a least squares plane to the points in the immediate neighborhood of \( p \) and using the normal to the fitted plane, \( n_p \). Once the normals are calculated, we estimate the curvature from \( p \) to each neighboring point \( q \) by

\[
\kappa_{p,q} = \begin{cases} 
\frac{|n_p - n_q|}{|p-q|}, & \text{if } |p - q| \leq |(n_p + p) - (n_q + q)| \\
-\frac{|n_p - n_q|}{|p-q|}, & \text{otherwise}
\end{cases}
\]

The curvature is estimated in this manner for a point \( p \) and all of the points \( q \) in the neighborhood of \( p \). The maximum and minimum of these values are
taken as estimates of the principal curvatures of \( p \). This method was originally used for a Monge patch, but since it does not depend on a support surface we can adapt it for our use.

### 4.3 Working Set Types

In our prototype system we defined four working set types based on local curvature. They are PLANAR (very low curvature), CONCAVE (high magnitude minimum curvature), CONVEX (high magnitude maximum curvature), and OTHER (curvature between PLANAR and CONCAVE/CONVEX). We used the method described above to determine curvature, with a neighborhood \( N \) of vertex \( p \) defined as all the vertices \( N \) edges away from \( p \) and connected to \( p \). Figure 4.1 illustrates the 1- and 2-neighborhood of a partial mesh.

The parameters needed to determine the type of working set to which a vertex belongs are \textit{neighborhood}, \textit{plane.threshold}, and \textit{high.curve.threshold}. A vertex with curvature magnitudes below the \textit{plane.threshold} will be classified as PLANAR, and one with curvature magnitudes above the \textit{high.curve.threshold}
will be classified as CONCAVE or CONVEX, depending on the sign of the high
curvature. Vertices with curvatures in between the thresholds are classified
as OTHER. The neighborhood, $N$, is dependent upon the mesh resolution; a
higher resolution mesh (shorter distance between vertices) will require using
neighbors farther away from the vertex. This method of curvature estimation
does tend to overestimate curvature, since the Euclidian distance between the
vertex and its neighbor is being used, instead of the geodesic distance. We are
only interested in relative curvature, though, so this overestimation will not
affect the classification of the vertex. The thresholds are also dependent on
mesh resolution and $N$, but we found that once they are set for a particular
resolution and $N$, they did not have to be changed for different objects of the
same class.

To obtain the working sets, the normal for each vertex is calculated by fitting
a plane to its local neighborhood. Curvature is calculated at each vertex and
each is classified according to its type. Regions are grown by grouping together
connected vertices of the same type. Small isolated regions that are imbedded
in a larger region are then merged into the larger region. The regions are then
classified as working sets according to the type of vertices they contain. Figure
4.2 shows several meshes after classification into working sets.

4.4 Shape Types

We developed three allowable shape types that were based on the features
present in the object classes we used in our experiments. They are simple shape
types, but they are sufficient to illustrate the general nature of our model.
They can also be easily adapted to other object classes. The shape types are
circle, line segment group, and plane. Powell's method [49] of optimization is
used to fit the shape type to the working set by minimizing an error function.
Figure 4.2: Working sets for meshes representing (a) Coffee mug, (b) Airplane, (c) Teapot, (d) Mannequin. Red vertices represent CONVEX working sets, blue vertices are CONCAVE working sets, yellow are OTHER working sets and green vertices represent PLANAR working sets.
The method of initial estimate generation and the individual error function are shape-dependent. Most initial estimates are based on the bounding box of the working set or sets to be fit.

4.4.1 Circle

We used the shape-type circle to describe circular separators. Since a circle does not have a unique analytical equation in 3D, but can be described as a circle embedded in a plane, we first fit a plane to the working set using a least squares fit. We then use Powell’s method in the four dimensional space of the circle (center coordinates and radius) with the constraint that the circle must stay in the fitted plane, to minimize the distance from the working set points to the circle. The initial estimate for the center of the circle is obtained by projecting the center of the bounding box of the working set to the fitted plane. The initial radius of the circle is half the length of the average of the two largest dimensions of the bounding box. There are eight parameters that completely specify the circle; the planar coefficients $A, B, C, D$, the circle center $x_c, y_c, z_c$, and the radius $r$. Figure 4.3 shows the circle shape-type fit to all CONVEX working sets in the mesh representation of the teapot from Figure 4.2c.

4.4.2 Line Groups

Shape-type line group is a general type used to describe features that are piece-wise linear. Line groups can consist of any number of line segments with endpoints connected and can be open or closed. Figure 4.4 shows an example of both an open and closed line group with three segments. Figure 4.5 gives an example of a 3-segment fit to the CONVEX working sets in the mesh representation of an airplane from Figure 4.2b. The parameters are the lengths of the line segments formed by each pair of endpoints $e_{pi}, e_{pi+1}$. Powell’s method is
Figure 4.3: Circle shape-type fit to all CONVEX working sets in mesh representation of teapot from Figure 4.2c. Only the mesh vertices are shown here.

(a) 
(b) 

Figure 4.4: Example of an open (a) and a closed (b) line group with 3 segments.

used to adjust the coordinates of the endpoints of the segments so as to minimize the distance from each mesh point \( p \) to the line segment nearest \( p \). The initial estimate is determined by the feature parameters and the bounding box with which the feature parameters are associated. The parameters \( P \) of a line group \( LG \) with \( N \) segments are \( P(LG) = \{ \| \mathbf{e}p_0 \cdot \mathbf{e}p_1 \|, \ldots, \| \mathbf{e}p_{N-1} \cdot \mathbf{e}p_N \| \} \) where \( \mathbf{e}p_i = (x_i, y_i, z_i) \) for \( i = 0, \ldots, N - 1 \); \( \mathbf{e}p_i \) are the endpoints of each line segment. For a closed line group \( \mathbf{e}p_0 = \mathbf{e}p_N \).
Figure 4.5: Line group shape-type with 3 segments fit to all CONVEX working sets in mesh representation of an airplane from Figure 4.2b. Only the mesh vertices are shown here.

4.4.3 Plane

When we modeled several objects for use in our experiments, we found that there were not enough constraints among the separators to uniquely identify them. For example, on a cup we could identify the top rim and bottom edge, but could not distinguish between the two. We added the surface shape-type PLANE to our allowable shape types to provide sufficient constraints. This illustrates some of the flexibility of our methodology; the working model can model as much or as little of the abstract model as necessary depending on the object and application. The plane fit is done by a simple linear least squares method, so no initial estimate is needed. The parameters of the plane are the coefficients $A, B, C$ and $D$ of the equation for a plane in three dimensions, $Ax + By + Cz + D = 0$. Figure 4.6 shows the the bottom view of the working sets and the plane shape-type fit to the PLANAR working set in the mesh representation of the coffee cup from Figure 4.2a.
Figure 4.6: Bottom view of working sets for coffee cup mesh shown in Figure 4.2a. There is one PLANAR working set. Plane shape-type fit to the PLANAR working set. The plane is square for display purposes only; no assumptions are made regarding its shape.

4.5 Shape Parameters

The shape parameters in the working model are used to both provide initial estimates for the shape fitting to the working set, and to remove those working sets from consideration whose final shape fit does not meet the parameters. The shape parameters had to be general enough to allow variations of features between objects of the same class since our method models an object class, not a particular instance of an object. We found that by using ratios related to the bounding box (the smallest box that completely encloses a group of points) of the object, $bb(O)$, or the working set or sets for that constructed feature, $bb(w)$, we could specify parameter ranges that were scale invariant. Each parameter has a minimum and maximum value. These values are automatically calculated at run-time for the individual instance of the class.
4.6 Relationships

The relationships we instantiated for our experiments are parallel, perpendicular, reflective symmetry, centroid distance, and concentric. The relationships are defined for the allowed shape-types as follows:

- Parallel– Feature $f_1$ is parallel to feature $f_2$ if, for best-fit plane $A_1x + B_1y + C_1z + D_1 = 0$ to $f_1$, and $A_2x + B_2y + C_2z + D_2 = 0$ to $f_2$, and normals $F_{1N} = (A_1, B_1, C_1)$, $F_{2N} = (A_2, B_2, C_2)$, $|F_{1N} \cdot F_{2N}| \approx 0$. See Figure 4.7.

- Perpendicular– Feature $f_1$ is perpendicular to feature $f_2$ if, for best-fit plane $A_1x + B_1y + C_1z + D_1 = 0$ to $f_1$, and $A_2x + B_2y + C_2z + D_2 = 0$ to $f_2$, and normals $F_{1N} = (A_1, B_1, C_1)$, $F_{2N} = (A_2, B_2, C_2)$, $|F_{1N} \cdot F_{2N}| \approx 1$. Figure 4.8 illustrates the perpendicular relationship.

- Reflective Symmetry– Features $f_1$ and $f_2$ have reflective symmetry if there exists a plane $RP$ that for every point $p$ in $f_1$ there is a corresponding point $q$ in $f_2$ such that the midpoint, $\frac{p+q}{2}$, lies in $RP$. The line segments $p_iq_i$ must be perpendicular to $RP$. See Figure 4.9 for an example of reflective symmetry.

- Centroid Distance(min,max)– This relationship is the distance between the centroids of two features, and has parameters min and max associated with it. The centroid is defined for each allowable shape type. The constraint relationship is met if the distance $d$ between the centroids of the fitted functions falls within the range $(\text{min}, \text{max})$. This range is based on the bounding box of the object and calculated at run time. See Figure 4.10.

- Concentric– Only for circular features, planes must meet the parallel constraint and the line segment formed by the centers of the circles must
Figure 4.7: Example of the *parallel* relationship. Features $f_1$ and $f_2$ are circles embedded in planes with normals $F_{1N}$ and $F_{2N}$ respectively. The two circles are parallel because the dot product of $F_{1N}$ and $F_{2N}$ is 0.

be perpendicular to the planes of the circle. Figure 4.11 shows a pair of concentric circles.

### 4.7 Summary and Contributions

In this chapter we have discussed surface curvature characteristics and developed four working set types based on local surface curvature. We defined three geometric shape types and illustrated shape fit to the working sets. Finally, we formulated five constraint relationships between the features for use in our prototype system. The major contribution of this chapter is the implementation of the working model described in the previous chapter.
Figure 4.8: Example of the **perpendicular** relationship. Features $f_1$ and $f_2$ are circles embedded in planes with normals $F_{1N}$ and $F_{2N}$ respectively. The two circles are perpendicular because the magnitude of the dot product of $F_{1N}$ and $F_{2N}$ is 1.

Figure 4.9: Example of **reflective symmetry**. Line group features $f_1$ and $f_2$ have reflective symmetry with respect to plane $RP$. The indicated line segments are bisected by $RP$ and are also perpendicular to $RP$. 
Figure 4.10: Example of centroid distance. The points $c_1$ and $c_2$ are the centroids of features $f_1$ and $f_2$. The centroid distance $d$ is the Euclidean distance between the two points.

Figure 4.11: Example of concentric relationship. Features $f_1$ and $f_2$ are parallel as in Figure 4.7, but in addition the line segment $c_1c_2$ is perpendicular to both features.
Chapter 5

EXPERIMENTAL DESIGN

5.1 Introduction

To test our prototype system, we implemented three working models. This chapter is a discussion of those models and the experiments we performed. The object classes of the models are pipe fitting, cup and airplane. We experimented with five instances of pipe fitting, five instances of cup, and three instances of airplane. For each instance of cup and pipe we used three different mesh resolutions. We performed both qualitative and quantitative analyses on the meshes.

5.2 Working Models

In our working models for these objects, we used three of the four working set types: convex, concave, and planar. We used all three shape types, and will use the following conventions when describing each model. Shape-type line group is represented by lgrp\textsubscript{x}, where \( x \) is an integer representing the number of segments. The relationship centroid\_distance is abbreviated \( \text{cdist}(\text{min}, \text{max}) \).

Recall that the shape parameters allow us to specify ranges for the fitted shapes based on the bounding box of either the object or the working set(s). The bounding box conventions we used in implementing our working model are as follows: \( \text{bb}(O) \) means the bounding box of the entire object, \( \text{bb}(w) \) means the bounding box of the working set or sets. On the bounding boxes themselves, \( a \) is the longest dimension, \( b \) is the next longest dimension and \( c \) is the shortest dimen-
Figure 5.1: Convention for measurement of bounding box. "a" is the largest dimension, "b" is second largest, and "c" is the smallest dimension of a bounding box.

A parameter such as \( \frac{b + (0.5)a}{2} \) means "half the length of the longest side of the bounding box of the object." See Figure 5.1.

5.2.1 Coffee Cup Working Model

The coffee cup has four features, which are rim, bottomEdge, bottom, and handleCon. See Figure 5.2 for a sketch of the features. Table 5.1 shows each feature with its associated properties and the relationships between the features. The detectabilities were obtained experimentally, and the shape parameters were obtained by observation of many instances of the class. The "rim" feature is the top rim of the cup. It has a convex working set and is circular in shape. The shape parameters state that the radius of the fitted circle must be no smaller than half the size of the smallest dimension of the working set bounding box, and no larger than half the size of the largest dimension of the object bounding box. If a working set happens to be fairly linear in shape and is fit with a circle, the radius becomes huge. This somewhat broad range of shape parameters bounds the circle to the size of the bounding box. The "bottomEdge" feature is where the bottom surface of the cup meets the side of the cup. It is also circular.
in shape, and the shape parameters are the same as those for the rim. The “bottom” is the bottom surface of the cup, which is planar and has no restrictions on the shape parameters. The last feature, “handleCon,” is a line segment between the top and bottom connections of the handle to the body of the cup. This feature is formed from two concave working sets. The shape parameters state that the distance between the endpoints of the line segment must be no larger than the largest dimension of the object bounding box, and no smaller than one-fourth the largest dimension of the object bounding box.

There are four relationships defined between the features of the cup. They are as follows:

1. The rim and edge must be concentric.

2. The distance between the bottomEdge and the bottom must be less than one-fourth the smallest dimension of the bounding box of the object.

3. The handleCon must be perpendicular to the rim.
4. The handleCon must be perpendicular to the bottomEdge.

   Relationships 3 and 4 are redundant to ensure that if either the rim or bottomEdge was not found there would still be a constrained relationship between handleCon and the other feature.

5.2.2 Airplane Working Model

We developed a partial working model of the airplane to illustrate different shape types and relationships than those shown in the coffee cup. The airplane is a much more complex object than the coffee cup and full development of the working model is beyond the scope of our prototype system.

   The working model of the airplane has five features. The port wing edge (pWingE) and starboard wing edge (sWingE) are the edges where the top and bottom surfaces intersect on the respective left and right wings. The port horizontal stabilizer edge (pHzStabE) and starboard horizontal stabilizer edge (sHzStabE) are the edges where the top and bottom surfaces intersect on the left and right horizontal stabilizers, respectively. The vertical stabilizer edge (vStabE) is where the port and starboard surfaces intersect on the vertical stabilizer. See Figure 5.3 for a sketch of the features. All constructed features in the working model are formed from convex working sets and all are fit with the shape type line group using 3 segments, represented by lgrp3.

   Table 5.2 shows each feature with its associated parameters and Table 5.3 shows the relationships between the features. Since all features are the same general shape, the shape parameters are the same with respect to the bounding box of the working set. As with the coffee cup, detectabilities were obtained experimentally and shape parameters were obtained by observing the characteristics of the lift surfaces of various aircraft. The shape parameters state that the first and third line segments should be no longer than the largest di-
Table 5.1: Working model of the coffee cup. The parameter $bb(O) : a$ means “the largest dimension of the bounding box of the object, while $\frac{bb(w):c}{2}$ means “half the length of the shortest dimension of the bounding box enclosing the working sets.” The parameters $ep_0, ep_1$ are the endpoints of the line segment forming the shape-type $lgrp1$.

**WORKING MODEL OF CUP**

<table>
<thead>
<tr>
<th>Features</th>
<th>working set type</th>
<th>shape type</th>
<th>shape parameters</th>
<th>detectability</th>
</tr>
</thead>
<tbody>
<tr>
<td>rim</td>
<td>convex</td>
<td>circle</td>
<td>rim_parms</td>
<td>1.0</td>
</tr>
<tr>
<td>bottomEdge</td>
<td>convex</td>
<td>circle</td>
<td>botm_parms</td>
<td>0.9</td>
</tr>
<tr>
<td>bottom</td>
<td>planar</td>
<td>plane</td>
<td>none</td>
<td>1.0</td>
</tr>
<tr>
<td>handleCon</td>
<td>concave,concave</td>
<td>lgrp1</td>
<td>hndl_parms</td>
<td>0.5</td>
</tr>
</tbody>
</table>

\[
\text{rim_parms} = \frac{bb(w):c}{2} < \text{radius} < bb(O) : a
\]
\[
\text{botm_parms} = \frac{bb(w):c}{2} < \text{radius} < bb(O) : a
\]
\[
\text{hndl_parms} = \frac{bb(O):a}{4} \leq || ep_0 \cdot ep_1 || < bb(O) : a
\]

Relationships $R = \{ r_1, r_2, r_3, r_4 \}$

\[
r_1 = (\text{rim}, \text{botmEdge}, \text{concentric})
\]
\[
r_2 = (\text{botmEdge}, \text{bottom}, \text{cdist}(0, \frac{bb(O):c}{4}))
\]
\[
r_3 = (\text{handleCon}, \text{rim}, \text{perpendicular})
\]
\[
r_4 = (\text{handleCon}, \text{bottomEdge}, \text{perpendicular})
\]
Figure 5.3: Features of the airplane working model. The port and starboard wing edges are $pWingE$ and $sWingE$, respectively. The vertical stabilizer edge is $vStab$, and the port and starboard horizontal stabilizers are $pHzStab$ and $sHzStab$.

The dimension of the working set bounding box, and the center segment should be no longer than the middle dimension of the working set bounding box. There are eight relationships between the features of the airplane. They are:

1. The port wing edge has reflective symmetry with the starboard wing edge.

2. The port wing edge is parallel to the starboard wing edge.

3. The distance between the centroids of the port and starboard wing edges is no smaller than one-fourth the middle dimension of the object bounding box and no larger than the middle dimension of the object bounding box.

4. The port horizontal stabilizer has reflective symmetry with the starboard horizontal stabilizer.

5. The vertical stabilizer is perpendicular to the port horizontal stabilizer.
6. The vertical stabilizer is perpendicular to the starboard horizontal stabilizer.

7. The centroid distance between the vertical stabilizer and the port horizontal stabilizer is less than the smallest dimension of the object bonding box.

8. The centroid distance between the vertical stabilizer and the starboard horizontal stabilizer is less than the smallest dimension of the object bonding box.

Relationships 5 and 6 are redundant, as are relationships 7 and 8. The centroid of a line group with \( N \) segments for \( N \geq 2 \) is defined as the center of the bounding box enclosing the endpoints of all segments.

This partial model does not differentiate between the port and starboard wings or the port and starboard horizontal stabilizers. The spatial associations network of the abstract model would perform this task, as it is the location relative to the nose and tail that distinguish the port and starboard side of an aircraft.

5.2.3 Pipe Fittings Working Model

The purpose of the pipe fittings is to explore a rudimentary method of object recognition using our system. Rather than having a separate working model for each type of pipe fitting, we use a single working model with all possible relationships and features. The features and relationships found will determine the type of pipe fitting the mesh represents. We used five different pipe fittings as shown in Figure 5.4. The main feature of all the pipe fittings is the circular openings, or rims. It is not possible to tell the difference between one rim and
Table 5.2: Features and parameters for the working model of the airplane. The \( e_p \) are the endpoints of the line segments forming the shape-type \( lgrp3 \).

**WORKING MODEL OF AIRPLANE**

<table>
<thead>
<tr>
<th>feature label</th>
<th>working set type</th>
<th>shape type</th>
<th>shape parameters</th>
<th>detectability</th>
</tr>
</thead>
<tbody>
<tr>
<td>pWingE</td>
<td>convex</td>
<td>lgrp3</td>
<td>pWingE_parms</td>
<td>1.0</td>
</tr>
<tr>
<td>sWingE</td>
<td>convex</td>
<td>lgrp3</td>
<td>sWingE_parms</td>
<td>1.0</td>
</tr>
<tr>
<td>pHzStabE</td>
<td>convex</td>
<td>lgrp3</td>
<td>pHzStabE_parms</td>
<td>0.8</td>
</tr>
<tr>
<td>sHzStabE</td>
<td>convex</td>
<td>lgrp3</td>
<td>sHzStabE_parms</td>
<td>0.8</td>
</tr>
<tr>
<td>vStab</td>
<td>convex</td>
<td>lgrp3</td>
<td>vStab_parms</td>
<td>0.5</td>
</tr>
</tbody>
</table>

\[
pWingE\_parms = (0 <|| e_0 \cdot e_1 ||< bb(w) : a,
0 <|| e_1 \cdot e_2 ||< bb(w) : b,
0 <|| e_2 \cdot e_3 ||< bb(w) : a)\]

\[
sWingE\_parms = (0 <|| e_0 \cdot e_1 ||< bb(w) : a,
0 <|| e_1 \cdot e_2 ||< bb(w) : b,
0 <|| e_2 \cdot e_3 ||< bb(w) : a)\]

\[
pHzStabE\_parms = (0 <|| e_0 \cdot e_1 ||< bb(w) : a,
0 <|| e_1 \cdot e_2 ||< bb(w) : b,
0 <|| e_2 \cdot e_3 ||< bb(w) : a)\]

\[
sHzStabE\_parms = (0 <|| e_0 \cdot e_1 ||< bb(w) : a,
0 <|| e_1 \cdot e_2 ||< bb(w) : b,
0 <|| e_2 \cdot e_3 ||< bb(w) : a)\]

\[
vStab\_parms = (0 <|| e_0 \cdot e_1 ||< bb(w) : a,
0 <|| e_1 \cdot e_2 ||< bb(w) : b,
0 <|| e_2 \cdot e_3 ||< bb(w) : a)\]
Table 5.3: Relationships for the working model of the airplane.

WORKING MODEL OF AIRPLANE (cont.)

Relationships $R = \{r_1, r_2, r_3, r_4, r_5, r_6, r_7\}$

- $r_1 = (pWingE, sWingE, refl\_sym)$
- $r_2 = (pWingE, sWingE, parallel)$
- $r_3 = (pWingE, sWingE, cdist(\frac{bb(O):b}{4}, bb(O) : b))$
- $r_4 = (pHzStabE, sHzStabE, refl\_sym)$
- $r_5 = (pHzStabE, uStabE, perpendicular)$
- $r_6 = (sHzStabE, uStabE, perpendicular)$
- $r_7 = (pHzStabE, uStabE, cdist(0, bb(O) : c))$
- $r_8 = (sHzStabE, uStabE, cdist(0, bb(O) : c))$

another except by the relationship between them. We fit the shape type circle
to convex working groups for all types of pipe fittings. The uye fitting has two
parallel circles and a third circle whose center is near one of the parallel
circles. The tee fitting has two parallel circles and a third that is perpendicular
to the other two. The cross fitting has four circles; two parallel pairs that are
perpendicular to each other. The elbow fitting has two perpendicular circles.
The tricorner fitting has three circles, all of which are perpendicular to one an-
other. Table 5.4 shows the working model for the pipe fittings. Detectabilities
were determined by the likelihood that a given feature will be present. Rim1
and rim2 are present in all fittings, so detectability is 1.0. Rim3 is present in
four of the five fittings so its detectability is 0.8. Since rim4 occurs in only one
out of five fittings, the detectability is 0.2. The features are all the same; it is
the relationships that distinguish one type of fitting from another. Not all rela-
tionships will be satisfied; some, such as $r_1$ and $r_2$, are even mutually exclusive.
Figure 5.4: Five different pipe fittings and their features.

The relationships are tested and the combination of satisfied relationships is used to determine the type of fitting represented by the mesh. Table 5.5 shows the combinations of relationships that must be satisfied for each type of pipe fitting.

5.3 Experiments

The experiments consist of two components: a qualitative part and a quantitative part. Three separate classes of objects were used, with a total of thirteen different object instances. Mesh resolutions of twenty thousand, ten thousand, and five thousand faces for each object of class “cup” and class “pipe fitting” were used. Details of the experiments and the results are discussed in the next chapter.
Table 5.4: Working model of the pipe fittings. Not all relationships can be satisfied. Type of fitting is determined by which relationships are satisfied.

WORKING MODEL OF PIPE FITTINGS

<table>
<thead>
<tr>
<th>Feature label</th>
<th>Working set type</th>
<th>Shape type</th>
<th>Shape parameters</th>
<th>Detectability</th>
</tr>
</thead>
<tbody>
<tr>
<td>rim1</td>
<td>convex</td>
<td>circle</td>
<td>rim parms</td>
<td>1.0</td>
</tr>
<tr>
<td>rim2</td>
<td>convex</td>
<td>circle</td>
<td>rim parms</td>
<td>1.0</td>
</tr>
<tr>
<td>rim3</td>
<td>convex</td>
<td>circle</td>
<td>rim parms</td>
<td>0.8</td>
</tr>
<tr>
<td>rim4</td>
<td>convex</td>
<td>circle</td>
<td>rim parms</td>
<td>0.2</td>
</tr>
</tbody>
</table>

\[
\text{rimparms} = \frac{bb(w):c}{2} < \text{radius} < bb(O) : a
\]

Relationships \( R = \{r_1, r_2, r_3, r_4, r_5\} \)

\[
\begin{align*}
    r_1 &= (rim1, rim2, parallel) \\
    r_2 &= (rim1, rim2, perpendicular) \\
    r_3 &= (rim1, rim3, cdist(0, \frac{bb(O):a}{2})) \\
    r_4 &= (rim1, rim3, perpendicular) \\
    r_5 &= (rim3, rim4, parallel)
\end{align*}
\]
Table 5.5: Relationships satisfied by pipe fitting type. Bullet in column indicates relationship must be satisfied.

<table>
<thead>
<tr>
<th>Relationships Satisfied by Pipe Fitting Type</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of Pipe Fitting</strong></td>
</tr>
<tr>
<td>--------------------------------</td>
</tr>
<tr>
<td>wye</td>
</tr>
<tr>
<td>cross</td>
</tr>
<tr>
<td>elbow</td>
</tr>
<tr>
<td>tricorner</td>
</tr>
<tr>
<td>tee</td>
</tr>
</tbody>
</table>

5.3.1 Qualitative Testing

The qualitative part of our testing compared features present, features labeled correctly, features present but not labeled, and features labeled incorrectly. The mesh was displayed using 3-D graphics so it could be rotated and scaled interactively. A human operator observed the mesh and determined which features were present. Our system was then used to label and display the features, and the operator determined whether or not the features were labeled correctly.

5.3.2 Quantitative Testing

The quantitative part of testing took a human operator’s input as “ground truth” and calculated average distance from the constructed feature to the actual feature. The mesh was displayed and a human operator marked several vertices as belonging to a particular feature. Our system was then used to label the features, and the average distance from the constructed feature to the
operator-labeled vertices was calculated.

5.4 **Summary and Contributions**

In this chapter, we developed detailed working models for the objects used in our experiments. We described the features of interest in each model, and discussed the relationships between the features. For the pipe fittings, the relationships were examined to determine classification of the object. The contribution of this chapter is the development and detailed description of working models for three different classes of objects.
Chapter 6

EXPERIMENTS AND RESULTS

6.1 Introduction

This chapter describes our experiments in detail and discusses the results of
the testing, including both qualitative and quantitative analyses.

6.2 Experiments and Results

6.2.1 Coffee Cup

We generated five instances of the coffee cup class. Each cup has different
shape variations which help test our theory of a generic coffee cup feature
finder. Figure 6.1 shows an intensity image of each coffee cup along with the
dense mesh (~20K faces) generated by our system. The colored patterns on the
objects are used to satisfy the requirements of Pulli's registration algorithm,
which is used in mesh construction. Our work does not use any information
from intensity images. Figures 6.2 through 6.16 show the processing stages for
all of the coffee cups. Part (a) is the normalized mesh. Part (b) shows the work-
ing sets obtained from the bottom up stage of processing. Constructed features
are shown in part (c), with constructed features for the rim and bottom edge
shown in red, bottom surface constructed features shown in blue, and handle
constructed features shown in orange. Part (d) shows the final feature labeling.
The rim feature is indicated in green, the bottom edge in magenta, the handle
in orange, and the bottom surface in cyan. The shape of the bottom surface
Figure 6.1: The five instances of "coffee cup" used in experiments. On the left is the intensity image of one view of each cup, while on the right is a mesh constructed by our system after normalization and reduction to approximately 20K triangles.

is artificial. To display the infinite plane fit to the surface, we made artificial boundaries using the bounding box of the fitted region. Part (e) shows points manually marked on the mesh by a human operator before processing, which will be used in the quantitative results section.

6.2.2 Qualitative Results for Coffee Cup

Our system reliably labeled the correct features in most instances of the coffee cup. For cup 1 and cup 2 (Figures 6.2 - 6.7) mesh resolution did not seem to affect the results. Different resolutions caused different constructed features
to be generated, but the correct constructed feature was always generated and properly labeled.

For cup 3, mesh resolution made a great deal of difference. In the 5K instance shown in Figure 6.8, the labeled features are in the correct relationships to each other and in the correct general area of the coffee cup, but the constructed features associated with those labels do not fit the manually marked mesh points very well. This is caused by the smoothing of the area where the top of the handle meets the body of the cup. The area is not sufficiently concave to be detected during the region-growing phase so there is no concave working set there. This causes the convex part of the handle to be grown into the convex part of the rim, forming one convex working set, where there should be at least two. The circle fit to this working set during constructed feature generation resembles the rim, but is skewed toward the handle. Part of the inside of the handle is sufficiently concave to form a working set, thus causing a constructed feature to be formed between that area and the bottom of the handle. The bottom edge of cup 3 is also affected by the mesh smoothing. The actual bottom of this particular cup has a thick edge that is not as well defined as cups 1 and 2. Only two small regions at the bottom are convex, as shown by the two constructed features on the bottom of the cup in Figure 6.8c. The larger circle does meet the constraints, but does not fit the manually marked points very well.

The 10K instance of cup 3, shown in Figure 6.9, indicates a marked improvement in the constructed features. The concave region at the top of the handle is now present, so the convex rim and handle regions are two different working sets. More convex points are present at the bottom edge causing a better circle fit to that region. The concave region at the top of the handle is grown into the concave region on the inside of the handle, so the handle feature is not as close to the marked feature points as we would like. In Figure 6.10, the 20K instance of cup3, the concave regions in the handle have been separated, as indicated by
the presence of three constructed features for the handle feature. The correct constructed feature is labeled as the handle feature.

In Figures 6.11 - 6.13, the results for cup 4, we can observe the same problem with the handle feature as we saw in cup 3. The 5K mesh is not a sufficient resolution to detect concave points at the top of the handle. In this case, however, this problem causes the handle feature not to be found. The 10K and 20K meshes do not exhibit this problem, but in the 10K mesh the convex regions of the handle and rim are grown together causing the constructed feature at the rim to be skewed. The 20K mesh finds all features and the constructed features are very close to the marked points.

Cup 5, shown in Figures 6.14 - 6.16, presents an interesting problem due to the unusual shape of the handle. It was somewhat difficult even for a human operator to decide exactly where the handle met the body of the cup at the top. This cup also had an unusual bottom edge, and at the 5K resolution, the human operator had problems determining exactly where the bottom edge was. The constructed features in Figure 6.14c indicate some of the difficulties, especially with the bottom edge. Some improvement is seen in most constructed features in the 10K mesh (Figure 6.15), though the rim feature is skewed toward the handle. The 20K mesh shown in Figure 6.16 has correct constructed features that are correctly labeled.

6.2.3 Quantitative Results for Coffee Cup

Quantitative analyses of the results of our system was a challenge, because we have no measure of "ground truth." While we would like to compare our fitted features with actual points on the object, we have no perfect representation of the object. We have instead an imperfect reconstruction of an object in the form of a triangular mesh. In the absence of ground truth, we compared our constructed features to the points a human would perceive as the actual
Figure 6.2: Processing stages for cup 1 with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.3: Processing stages for cup 1 with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.4: Processing stages for cup 1 with a mesh resolution (a) of 20K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.5: Processing stages for cup 2 with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.6: Processing stages for cup 2 with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.7: Processing stages for cup 2 with a mesh resolution (a) of 20K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.8: Processing stages for cup 3 with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.9: Processing stages for cup 3 with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.10: Processing stages for cup 3 with a mesh resolution (a) of 20K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.11: Processing stages for cup 4 with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.12: Processing stages for cup 4 with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.13: Processing stages for cup 4 with a mesh resolution (a) of 20K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.14: Processing stages for cup 5 with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.15: Processing stages for cup 5 with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
Figure 6.16: Processing stages for cup 5 with a mesh resolution (a) of 20K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are shown in red, planar constructed features are shown in blue, and line group constructed features in orange. Found features are shown in (d). The rim is green, bottom edge is magenta, bottom surface plane is cyan, and the handle feature is orange. Part (e) shows the manually marked points used in quantitative testing.
features, given the imperfect mesh.

The quantitative results are found in Table 6.1. These results were obtained by calculating the closest distance from each marked point in part (e) of Figures 6.2 through 6.16 to its corresponding labeled constructed feature shown in part (d) of the same figures. Table 6.1 shows the average distance in millimeters. These distances do not indicate the amount of error from actual locations on the coffee cup; they could be caused by errors in the mesh as much as errors in our feature fit. We can, however, use them to indicate how well our function fits the region in the mesh that a human would perceive as that feature. For example, it is visually obvious that the rim on cup 4 at 10K resolution is skewed from the actual rim (Figure 6.12d), and at 20K resolution has a much better fit (Figure 6.13d). This is shown in the quantitative results in Table 6.1 as a larger distance from manually marked features in the 10k case compared to the distance in the 20K case.

6.2.4 Airplane

We used one synthetic and two real instances of the airplane. The input meshes were not good enough to test our airplane model thoroughly, but we were able to test some aspects of it. Figure 6.17 shows a shaded version of the synthetic airplane (a twin engine Cessna) and the normalized mesh we used for processing. The original airplane mesh had large variations in edge length, and the normalization program had a lot of difficulty normalizing the mesh. There seemed to be a lot of unseen connectivity in some of the mesh edges; it was likely not a strictly simple mesh. The processing stages of the Cessna are shown in Figure 6.18. The wings were labeled correctly but the horizontal and vertical stabilizers were not found, because during working set generation they were marked as all one region. Naturally none of the constraints for the stabilizers could be tested; there were not enough constructed features left to even hypothesize a
Table 6.1: Distance calculations for coffee cups. Mean Distance is the average distance from the labeled constructed feature to the manually marked points.

<table>
<thead>
<tr>
<th>Cup 1 - Mean Distance (mm)</th>
<th>Cup 2 - Mean Distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5K</td>
</tr>
<tr>
<td>Rim</td>
<td>4.15</td>
</tr>
<tr>
<td>Bottom Edge</td>
<td>3.87</td>
</tr>
<tr>
<td>Bottom Surf.</td>
<td>0.39</td>
</tr>
<tr>
<td>Handle</td>
<td>4.78</td>
</tr>
<tr>
<td></td>
<td>5K</td>
</tr>
<tr>
<td>Rim</td>
<td>3.53</td>
</tr>
<tr>
<td>Bottom Edge</td>
<td>2.14</td>
</tr>
<tr>
<td>Bottom Surf.</td>
<td>2.45</td>
</tr>
<tr>
<td>Handle</td>
<td>6.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cup 3 - Mean Distance (mm)</th>
<th>Cup 4 - Mean Distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5K</td>
</tr>
<tr>
<td>Rim</td>
<td>4.34</td>
</tr>
<tr>
<td>Bottom Edge</td>
<td>7.29</td>
</tr>
<tr>
<td>Bottom Surf.</td>
<td>1.67</td>
</tr>
<tr>
<td>Handle</td>
<td>7.99</td>
</tr>
<tr>
<td></td>
<td>5K</td>
</tr>
<tr>
<td>Rim</td>
<td>1.92</td>
</tr>
<tr>
<td>Bottom Edge</td>
<td>2.98</td>
</tr>
<tr>
<td>Bottom Surf.</td>
<td>0.57</td>
</tr>
<tr>
<td>Handle</td>
<td>/</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cup 5 - Mean Distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5K</td>
</tr>
<tr>
<td>Rim</td>
</tr>
<tr>
<td>Bottom Edge</td>
</tr>
<tr>
<td>Bottom Surf.</td>
</tr>
<tr>
<td>Handle</td>
</tr>
</tbody>
</table>
The first real instance is a plastic model of a small Piper. A color image, the resulting mesh, and the results of processing are shown in Figure 6.19. The mesh generation software had difficulty processing this type of object, and there are concavities on the edges of the wings. This caused separate convex working sets to be generated along the one wing. The other wing did not appear to have a clean separation between the wing and the body, and the wing region grew into the region around the body. Changing the curvature threshold can prevent the merging of the wing with the body edge, but that caused more separate regions along the wing edge. No features were identified in this example.

The third airplane we tried to generate was a Beechcraft. The mesh generation was even worse than the Piper, and we include the results here only for completeness. The results are shown in Figure 6.20. Many constructed sets were formed, but no features were labeled as being wings or stabilizers.
Figure 6.18: Processing stages for synthetic airplane. The working sets are shown as red-convex, cyan-concave, green-planar, and yellow-other. The line group constructed features are shown in blue. The labeled features are shown in orange. Only the wing edges were detected.

6.2.5 Pipe Fittings

We used five different pipe fittings to explore the feasibility of a simple object recognition system based on our symbolic model. Figure 6.21 shows an intensity image of each pipe fitting along with the mesh generated by our system. Figures 6.22 through 6.35 show the processing stages for all of the pipe fittings. Part (a) is the normalized mesh. Part (b) shows the working sets obtained from the bottom up stage of processing. Constructed features are shown in part (c). Since we were only interested in the relationships between the rims of the fittings, only circular constructed features were generated with the convex working sets. Part (d) shows the final feature labeling. Both circles of a parallel pair are shown in the same color, while circles of a perpendicular pair are shown in contrasting colors.
Figure 6.19: Processing stages for Piper airplane. The working sets are shown as red-convex, cyan-concave, green-planar, and yellow-other. The line group constructed features are shown in blue. No features were labeled during the feature labeling stage of processing.
Figure 6.20: Processing stages for Beechcraft airplane. The working sets are shown as red-convex, cyan-concave, green-planar, and yellow-other. The line group constructed features are shown in blue. No features were labeled during the feature labeling stage of processing.
Figure 6.21: The five instances of "pipe fitting" used in experiments. On the left is the intensity image of one view of each fitting, while on the right is a mesh constructed by our system after normalization and reduction to approximately 20K triangles.

Figure 6.22: Processing stages for cross pipe fitting with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d) with both circles of a parallel pair shown in the same color and circles of a perpendicular pair shown in contrasting colors.
Figure 6.23: Processing stages for cross pipe fitting with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d) with both circles of a parallel pair shown in the same color and circles of a perpendicular pair shown in contrasting colors.

Figure 6.24: Processing stages for cross pipe fitting with a mesh resolution (a) of 20K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d) with both circles of a parallel pair shown in the same color and circles of a perpendicular pair shown in contrasting colors.
Figure 6.25: Processing stages for elbow pipe fitting with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. In this case the object could not be identified, so no found features are displayed.

Figure 6.26: Processing stages for elbow pipe fitting with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d) with both circles of a parallel pair shown in the same color and circles of a perpendicular pair shown in contrasting colors.
Figure 6.27: Processing stages for elbow pipe fitting with a mesh resolution (a) of 20K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d) with both circles of a parallel pair shown in the same color and circles of a perpendicular pair shown in contrasting colors.

Figure 6.28: Processing stages for tee pipe fitting with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d) with both circles of a parallel pair shown in the same color and circles of a perpendicular pair shown in contrasting colors.
Figure 6.29: Processing stages for tee pipe fitting with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d) with both circles of a parallel pair shown in the same color and circles of a perpendicular pair shown in contrasting colors.

Figure 6.30: Processing stages for tee pipe fitting with a mesh resolution (a) of 20K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d) with both circles of a parallel pair shown in the same color and circles of a perpendicular pair shown in contrasting colors.
Figure 6.31: Processing stages for tricorner pipe fitting with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. In this case the object could not be identified, so no found features are displayed.

Figure 6.32: Processing stages for tricorner pipe fitting with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d).
Figure 6.33: Processing stages for tricorner pipe fitting with a mesh resolution (a) of 20K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d).

Figure 6.34: Processing stages for wye pipe fitting with a mesh resolution (a) of 5K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d).
Figure 6.35: Processing stages for wye pipe fitting with a mesh resolution (a) of 10K faces. The working sets are shown in (b) as red-convex, cyan-concave, green-planar, and yellow-other. In (c), circular constructed features are generated using the convex working sets, and are shown in red. Found features are shown in (d).

The relationship table and relationship definitions from chapter 5 are repeated in Table 6.2 for ease of reference. Table 6.3 is a list of the pipe fittings used and which relationships were determined to be satisfied, along with the identification of the fitting.

Most pipe fittings were classified properly. The two that were classified as unknown were due to an additional, unexpected constraint being met by a constructed feature that was very similar to the constructed features for the real rims. One tee was classified properly, but the correct perpendicular rim could not be distinguished from a constructed feature caused by noise. Finally, the wye fittings were classified properly, but in one case a circle fit to noise was detected as one of the rims instead of the actual rim.
Table 6.2: Relationships satisfied by pipe fitting type. Bullet in a column indicates that the relationship must be satisfied.

<table>
<thead>
<tr>
<th>Relationships Satisfied by Pipe Fitting Type</th>
<th>Relationship</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_4$</th>
<th>$r_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of Pipe</td>
<td>wye</td>
<td>⬤</td>
<td>⬤</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>cross</td>
<td>⬤</td>
<td></td>
<td>⬤</td>
<td>⬤</td>
<td></td>
</tr>
<tr>
<td></td>
<td>elbow</td>
<td></td>
<td>⬤</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tricorner</td>
<td>⬤</td>
<td></td>
<td>⬤</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>tee</td>
<td>⬤</td>
<td></td>
<td>⬤</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Relationships $R = \{r_1, r_2, r_3, r_4, r_5\}$

$r_1 = (\text{rim1, rim2, concentric})$

$r_2 = (\text{rim1, rim2, perpendicular})$

$r_3 = (\text{rim1, rim3, cdist} \left(0, \frac{\theta_0^{(\text{rad})}}{2}\right))$

$r_4 = (\text{rim1, rim3, perpendicular})$

$r_5 = (\text{rim3, rim4, concentric})$
Table 6.3: Relationships satisfied by pipe fitting meshes. Any unsatisfied or extra satisfied relationship causes misclassification of object type.

<table>
<thead>
<tr>
<th>Relationships Satisfied by Experimental Meshes</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$r_3$</th>
<th>$r_4$</th>
<th>$r_5$</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>cross 5K</td>
<td>●</td>
<td></td>
<td>●</td>
<td>●</td>
<td></td>
<td>cross</td>
</tr>
<tr>
<td>cross 10K</td>
<td>●</td>
<td></td>
<td>●</td>
<td>●</td>
<td></td>
<td>cross</td>
</tr>
<tr>
<td>cross 20K</td>
<td>●</td>
<td></td>
<td>●</td>
<td>●</td>
<td></td>
<td>cross</td>
</tr>
<tr>
<td>elbow 5K</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>unknown</td>
</tr>
<tr>
<td>elbow 10K</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>elbow</td>
</tr>
<tr>
<td>elbow 20K</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>elbow</td>
</tr>
<tr>
<td>tee 5K</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>tee</td>
</tr>
<tr>
<td>tee 10K</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>tee</td>
</tr>
<tr>
<td>tee 20K</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>tee</td>
</tr>
<tr>
<td>tricorner 5K</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td>unknown</td>
</tr>
<tr>
<td>tricorner 10K</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>tricorner</td>
</tr>
<tr>
<td>tricorner 20K</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>tricorner</td>
</tr>
<tr>
<td>wye 5K</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>wye</td>
</tr>
<tr>
<td>wye 5K</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td>wye</td>
</tr>
</tbody>
</table>
Chapter 7

SUMMARY AND FUTURE WORK

7.1 Summary

In this dissertation we have defined a 3D symbolic spatial model to represent
generic object classes. We have presented a new methodology for detecting pre-
defined features in object meshes, and a method for linking the symbolic model
with a real instance of an object mesh. We have developed and implemented a
prototype system using the model and methodology.

7.2 Weaknesses of Implementation

We have shown the abstract model and the theory to be feasible approaches
to the problem of recognizing and/or labeling the features of abstract object
classes, but the current implementation has some weaknesses.

- Any error in detection of working sets cannot be overcome in later stages
  of processing. Some systems allow error in recognition to guide resegmentation
  and further analysis. This type of iterative process could be beneficial.

- The labeling algorithm used here expects a fully consistent labeling. Approaches
  that allow error up to a threshold, find the “best” or least-error mapping, or perform
  a probabilistic labeling should give better results in the final stage of matching.
• In the pipes experiments, unsatisfied or extra satisfied constraints caused misclassification of the object. Linking the working model to the abstract model and reasoning about the connectivity of the edges and surfaces may help make this use of the methodology more robust.

7.3 Future Work

There are many avenues to explore in the future work using this methodology. First, it would be interesting to link the abstract model to the working model and attempt full segmentation and identification of the points on a mesh corresponding to the features in the abstract model. Also, modification of the methodology for use with partial meshes would be useful. Partial range meshes are more common than full ones. Since the implementation is independent of the methodology, it would be interesting to implement a surface or volume extraction technique in the working model.
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